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Detecting Halftone Dots for Offset Print Quality Assessment Using Soft Computing
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Abstract—Nowadays in printing industry most of information processing steps are highly automated, except the last one—print quality assessment and control. We present a way to assess one important aspect of print quality, namely the distortion of halftone dots printed colour pictures are made of. The problem is formulated as assessing the distortion of circles detected in microscale images of halftone dot areas. In this paper several known circle detection techniques are explored in terms of accuracy and robustness. We also present a new circle detection technique based on the fuzzy Hough transform (FHT) extended with k-means clustering for detecting positions of accumulator peaks and with an optional fine-tuning step implemented through unsupervised learning. Prior knowledge about the approximate positions and radii of the circles is utilized in the algorithm. Compared to FHT the proposed technique is shown to increase the estimation accuracy of the position and size of detected circles. The techniques are investigated using synthetic and natural images.

I. INTRODUCTION

Offset printing is the most widely used commercial printing process in the production of newspapers and magazines. Multicolour pictures in offset printing are created by printing cyan (C), magenta (M), yellow (Y), and black (K) dots of varying sizes upon each other having different raster angles. Fig. 1 illustrates an example of an image taken from an offset-printed picture. When regarding a region of the same image at a microscopic scale the halftone dots appears, Fig. 1 (right).

![Fig. 1. A four-colour offset print (left) and offset halftone dots (right).](image1)

Fig. 1. A four-colour offset print (left) and offset halftone dots (right).

Printing press operators are striving to maintain as high and constant quality as possible. However, controlling printing quality is a rather complicated matter since it is influenced by a variety of factors. Printing press settings, parameters of paper and inks, the quality of printing plates, even seasonal variables, such as humidity and temperature, may affect print quality.

To maintain printing quality in a predetermined range, the press operator samples the print manually throughout the job run. The sample is compared to the approved sample print and a great effort is made to compensate for colour deviations detected in the print. Usually, the initial colour assessment is visual. If deviations noticeable to the operator eye are detected, a densitometer or a spectrophotometer is then applied to get a numerical evaluation of the colour deviations and ink density adjustments are performed to compensate for the deviations. Each operator performs the necessary adjustments based on experience gained from working at that particular press. Typically, the perception of the printed result is very subjective and consequently great variations may appear depending on the operator controlling the process.

There are many other print quality attributes, in addition to correct ink density level. Evenness [12], stability of size and shape of halftone dots, dot gain (the increase of halftone dot size from a printing plate to the actual printed result) are several such attributes. Many of print quality attributes, including dot gain and ink density [6], can be assessed by analyzing colour camera images taken from designated printed areas, known as halftone areas or grey bars, shown in Fig. 2.

![Fig. 2. Double grey bar used to measure quality attributes of offset print.](image2)

Fig. 2. Double grey bar used to measure quality attributes of offset print.

To assess many of print quality attributes, printed dots need to be accurately detected individually. Fig. 3 presents an example of a grey bar illustrating that shape analysis of individual dots can easily reveal the lateral and circumferential slurring occurring in the print.

Ink trapping in halftone areas is another print quality attribute requiring individual detection of halftone dots. Trapping can be described as the ability of one printed colour to be perceived when printed on top of another colour and can
be calculated by the following quotient:
\[ T = \frac{D_{1+2} - D_1}{D_2} \times 100 \]  
(1)

where \( D_1 \) is the density of the first printed colour, \( D_2 \) is the density of the second colour, and \( D_{1+2} \) is the density of the colour overprint. Fig. 4 illustrating the measurement of ink trapping in halftone areas, reveals the necessity of identifying the geometric areas occupied by individual halftone dots.

**A. Circle Detection Based on the Hough Transform**

The Hough Transform (HT) is perhaps the most famous technique for detecting circles. HT was proposed for detecting particle tracks in bubble chambers [10]. Later the technique was amended to be valid for more general curve fitting, e.g. detection of a circle [11]

\[ (x - a)^2 + (y - b)^2 = c^2 \]  
(2)

where \( a, b, \) and \( c \) are parameters of the circle—the center point coordinates and the radius. A pixel with coordinates \( x, y \) satisfying Equation (2) will contribute to the parameter space. This can be considered as a voting mechanism for candidate parameter vectors.

**B. The Fuzzy Hough Transform**

In the fuzzy Hough transform (FHT) case, a shape is considered as a fuzzy set with a given membership function, where each pixel belongs to a shape defined by a specific parameter vector to some extent. By introducing fuzzy support to the Hough transform even pixels being close but not exactly lying on a circle may be included in the voting process for a certain parameter vector. For example, Basak and Pal [7] define a circle as a fuzzy set \( \mathcal{M} \) with the following membership function:

\[ h((x, y); (x_0, y_0), \epsilon) = \begin{cases} 1 - 2 \left( \frac{d}{\epsilon} \right)^2 & \text{if } |d| < \frac{\epsilon}{2}, \\ 2 \left(1 - \frac{|d|}{\epsilon} \right)^2 & \text{if } \frac{\epsilon}{2} \leq |d| < \epsilon, \\ 0 & \text{if } |d| \geq \epsilon \end{cases} \]  
(3)

where \( x_0, y_0 \) are the center coordinates of the circle, \( d(x, y) = \sqrt{(x - x_0)^2 + (y - y_0)^2} - c \), and \( \epsilon \) is a parameter defining the width (support) of the membership function.

This paper is organized as follows. In Section II, we introduce the circle detection techniques explored. The way used to assess the accuracy, sensitivity to noise, computational load, and the speed of convergence of the techniques is also presented in this section. Section III presents the data and results of experimental investigations. Conclusions are given in Section IV.

**II. METHODS**

Automatic detection of circles in images can be found in a wide set of applications, ranging from analysis of football games [1], banknote printing [2], exploration of lunar craters [3] to iris detection [4]. Common difficulties for all these algorithms seems to be the lack of precision when subjected to background noise, shading and occlusion of the circular objects. In some cases a priori knowledge, such as knowledge of the sun position when classifying footballs [1], can increase the detection performance. To device a robust algorithm for detecting halftone dots, a priori information, such as centers and radius of the dots, available from the Computer-To-Plate data (CTP) is exploited in this work. The algorithm should also provide the distortion degree of the dots.

Halftone dots are aimed to be printed as they are defined on the printing plates with a certain expectation in dot gain. The dot shape is usually defined as circular with a certain radius. Thus, circle detection algorithms can by applied to identify individual halftone dots.

The objective of this work is to explore the ability of different circle detection techniques to identify halftone dots in grey bars. Some of these techniques can even assess the distortion present in each halftone dot. This is a desired property, since by estimating the center, radius and distortion for each halftone dot in the grey bar area, we could thereby estimate most of the key print quality factors such as the degree of variation of size and shape of halftone dots, register errors, trapping, mottling, and dot gain.

The overall goal of the project this work is part of is to develop an image analysis and computational intelligence-based decision support system to assist printing press operators, manufacturers of ink and paper. Measurements available from online image acquisition system described in [13] create a database containing print quality attributes and numerous parameters characterizing the printing press, printing process, and paper. The collected data will then be mined to explore complex relationships between print quality and the variables involved in the process of colour offset printing.
Basak and Pal [7] extended the FHT to give a quantification of the circle fit for each strong peak in the parameter (accumulator) space. A membership value \( h(x, y) \) acts as a weighting factor in the voting process and the vote is discarded when the distance \( d(x, y) \) is outside the membership function support. Therefore, the \( \epsilon \) yielding a sharp peak in the accumulator space one would expect being a correct measurement of the circle fit. These peaks are suggested to be extracted using a pre-defined threshold. After extracting the peaks, the quadratic entropy \( Q \) given by Equation (4), is used to measure the fit. Thus, the sharpness of the peak found in the previous step is measured [7]. By finding a local maximum \( Q_{\text{max}} \) from a set of \( \epsilon \) [8] we have a measure of the quality of the circle.

\[
Q(g) = \sum_{(x,y) \in M} h_g(x,y)(1 - h_g(x,y))
\]

(4)

where \( g \) is a vector of scalars \( a, b, c, \) and \( \epsilon \).

Circle fit quantification is especially interesting when analyzing the quality of printing dots. Unfortunately the computational complexity of the voting is exponentially increasing with the number of parameters [11]. When considering FHT such as in [7] this becomes a problem, since additional parameters arise when pixel intensity and circle center coordinates are also considered as fuzzy sets and parameters \( \epsilon \) of the sets are included in the search space [7].

C. The Hough Transform Network

Another suitable technique to detect circles is the Hough transform network (HTN) [8]. The technique is based on a two-layer neural network with two input nodes fed with coordinates of edge pixels. The number of output nodes is set equal to the number of circles expected to be found in the input image. The network weights are designed to represent the center coordinates and radius for each of the expected circles and are used to define the activation \( u_i \) sent to the \( i \)th output node:

\[
u_i = [(x - v_i)^T A_i (x - v_i)]^{1/2} - c_i
\]

(5)

where \( v_i \) is a weight vector, \( c_i \) is the circle radius, and \( A_i \) defines the distance metric. The output of the \( i \)th output node is given by:

\[
y_i = \exp \left( - \frac{u_i^2}{\lambda^2} \right)
\]

(6)

where the parameter \( \lambda \) controls the width of the gaussian—the attraction area. The parameter is crucial for finding a “good” solution. The parameters \( v_i, c_i, \) and \( A_i \) are learned in an unsupervised mode by gradient decent using the following error function [8]:

\[
E(x) = \left[ \prod_{i=1}^{N} (1 - y_i(x)) \right]^{\alpha}
\]

(7)

where \( N \) is the number of circles in the image and \( \alpha > 0 \) determines the steepness of the error function near minima. The learning process starts with \( A_i \) equal to the identity matrix.

Only the network parameters need to be stored in memory and no accumulator space is required as in the case for ordinary Hough transform. Hence, the requirement of exponentially increasing memory is not the case for HTN. However, the product in the error function (Equation 7) creates a strong dependency among the outputs \( y_i \), i.e. among circle fits. Therefore, input noise may severely affect convergence of the network.

D. Gradient Hough Transform

Instead of using binary images the gradient Hough transform (GHT) operates on grey scale images and uses the gradient field of the input image. Weights of the votes in the GHT are related to the gradient magnitude. A MATLAB implementation of circle Hough transform was used in this work [14].

E. Proposed Technique to Detect Halftone Dots

FHT is a good candidate technique to detect halftone dots. However, the computational burden needs to be reduced, for the technique to be applicable in practice. To achieve this, we exploit the apriori knowledge available from the CTP data—the total number of circles in the input image and their approximate positions.

We start by creating and then thresholding the three-dimensional accumulator space \((a,b,c)\). After the thresholding, a set \( Z \) of candidate circles \( z_j = [a_j,b_j,c_j] \) is obtained. Next, points of the three-dimensional accumulator space are projected onto the \( A,B \) plane. If the FHT algorithm performed well, we should, on the \( A,B \) plane, have as many clusters as there are circles in the image.

To identify the cluster centers \((a_j,b_j)\) we apply the \( k \)-means clustering algorithm with \( k \) set to the expected number of circles to be found in the image. The cluster centers are initialized with the expected circle centers known from the CTP data.

Next, the radius maximizing the vote \( \zeta(a_j,b_j,c_j) \) in the accumulator space needs to found for each cluster. The radius \( c_q^i \) for cluster \( C_i \) is given by:

\[
c_q^i = \arg \max_{c_j \in C_i} \zeta(a_j,b_j,c_j)
\]

(8)

In this way, \( k \) circles are identified, whose parameters are then used in Equation (4) to compute the max entropy \( Q_{\text{max}} \).

Our experimental tests have shown that at a high image noise level the accuracy of the FHT-based circle detection reduces considerably. To mitigate this drawback, we propose adding a second circle detection phase based on learning. Activation of this second phase is circle dependent. The phase is activated for the \( j \)th circle if \( Q_{\text{max},j} > \beta \), where \( \beta \) is an experimentally determined parameter. A modified HTN error function given by the following equation can be used to accomplish the learning:

\[
E(x) = \sum_{x \in N_i \in C_i} (1 - y_i(x))^{\alpha}
\]

(9)

where \( N_i \) stands for a neighbourhood of the \( i \)th halftone dot. The neighbourhood is a circular closed pipe of a given
diameter centered on the expected edge pixels of the halftone dot. In this way, parameters of each circle are fine-tuned using individual training pixels. Other error functions can be used. In this work, we do not present any tests regarding this second circle detection phase.

F. Evaluating the Techniques

Let \( N_{\text{kno}} \) and \( N_{\text{det}} \) denote the a priori known and detected number of circles. The number of detected circles matching, with some accuracy, the “true” circles we denote as \( N_{\text{mat}} \), \( N_{\text{mat}} \leq N_{\text{det}} \). We use the ratios \( N_{\text{det}}/N_{\text{kno}} \) and \( N_{\text{mat}}/N_{\text{kno}} \) to assess performance of the techniques.

A detected circle is assumed to be matching the true one when the distance between the detected and the true circle centers is equal to or less than 3 pixels. Also the estimated radius must not deviate more than \( \pm 2 \) pixels.

For each of detected circles \( N_{\text{det}} \), the absolute difference between the radii of the detected and nearest known circle is computed along with the Euclidean distance between the center coordinates of the detected and nearest known circle. The average values of the measures, \( |\Delta r| \) and \( d(v_{\text{det}}, v_{\text{kno}}) \) are also used to assess the techniques.

III. Experimental Investigations

A. Data

Both synthetic images and images taken from real grey bars were used in the tests. An 8-bit \( 300 \times 300 \) pixels grey scale synthetic image used is shown in Fig. 5 (top). The synthetic image contains 25 filled circles with steep derivatives from background to foreground. The radius of all the circles was set to 12 pixels. This image was subjected to Gaussian noise with the variance ranging from 0.01 to 0.1 in steps of 0.01, Fig. 5 (bottom).

The image was binarized using the Otsu algorithm, which finds the binarization threshold by maximizing the between cluster distance when dividing the pixel intensity distribution into two clusters. The edge pixels were in the next step detected by using morphological filters. Fig. 5 (right) presents an example of the “edge image”. The grey scale version of the image was used when detecting circles with GHT.

A selected region consisting of 24 black dots from a real grey bar image of \( 215 \times 165 \) pixels was also used for the tests. The region of the image is shown in Fig. 6 (left). The same pre-processing procedures were applied. However, the real grey bar image was not subjected to noise.

Other distortions of the image could be used. For example scaling by a factor greater than one along x or y-axis could be used to simulate effects such as circumferential or lateral slurring. The choice of Gaussian noise in this experiment depends on the following reasons. First, Gaussian noise is appropriate when mimicking the CCD detector noise, i.e. Gaussian noise is added to the grey value of each image pixel. Secondly, the objective is to detect circles in images with various noise levels. Therefore, we distort the already existing perfect circles in the synthetic image by some known noise level. The use of Gaussian noise over the whole input image affects circle edges as much as circle centers. Such deviations put test on both the binarization and Hough Transform steps.

B. Parameters

There are several parameters governing behaviour of the techniques. The appropriate values of the parameters were found experimentally. Thresholds for the accumulator space were experimentally set to 30 for HT and to 80 for FHT and our technique. The gradient-magnitude threshold used by GHT was set to 10. To set constraints on the search space, the radius search was limited from 6 to 17 pixels for all the techniques. When creating the accumulator space of FHT we used \( \epsilon = 3 \). To find \( Q_{\text{max}} \), \( \epsilon \) was iterated from 0.3 to 10 in steps of 0.3.

The best choice for the HTN parameter \( \lambda \), governing the attraction area (activation), was \( \lambda = 400 \). The steepness parameter of the error function \( \alpha \) was set to \( \alpha = 25 \) and the matrix \( A_i \) was equal to the identity matrix. Then network was trained for 200 epochs.

![Fig. 5. A synthetic test image (top) and the image subjected by Gaussian noise (bottom). Detected edge pixels are shown on the right-hand side.](image1)

![Fig. 6. A region of a real grey bar image (left) and edges of the halftone dots (right).](image2)
C. Results

First, the sensitivity of the different techniques to noise was studied. Fig. 7 shows the number of detected, $N_{\text{det}}$, and matching, $N_{\text{mat}}$, circles for each technique evaluated on the synthetic test image at a noise level of 0.03, where P1 denotes the proposed technique. As can be seen from Fig. 7, HTN shows low $N_{\text{mat}}$ even at this low noise level compared to the other techniques. Observe that $N_{\text{det}}$ for HTN and P1 will always be equal to $N_{\text{kno}}$, i.e. equal to 25, because of the prior knowledge incorporated in the algorithms. The ordinary FHT and HT generate very many false detections—large $N_{\text{det}}$ values.

![Fig. 7. The number of detected, $N_{\text{det}}$, and matching, $N_{\text{mat}}$, circles for the different techniques evaluated at a noise level of 0.03.](image1)

![Fig. 8. The number of detected, $N_{\text{det}}$, and matching, $N_{\text{mat}}$, circles for the different techniques evaluated at a noise level of 0.09.](image2)

![Fig. 9. The average absolute difference between the radii of the detected and nearest known circle, $|\Delta r|$, as a function of noise level.](image3)

Precision of parameters of detected circles was another aspect used to compare the different techniques. Fig. 9 presents the average absolute difference between the radii of the detected and nearest known circle, $|\Delta r|$, for the techniques at different noise levels.

![Fig. 10. The average Euclidean distance between the center coordinates of the detected and nearest known circle, $d(v_{\text{det}}, v_{\text{kno}})$, at different noise levels. Again, the proposed technique was the most accurate.](image4)

Fig. 7, Fig. 8, and Fig. 9 show that the high number of false detections when using HT and FHT correlates with the lack of precision of circle radius. A very high precision of circle radius was obtained using the proposed technique at low and moderate noise levels. The high deviation of radius for HTN at moderate and high noise levels can be explained by convergence of the algorithm to local minima.

Precision of parameters of detected circles was another aspect used to compare the different techniques. Fig. 9 presents the average absolute difference between the radii of the detected and nearest known circle, $|\Delta r|$, for the techniques at different noise levels.

![Fig. 10. The average Euclidean distance between the center coordinates of the detected and nearest known circle, $d(v_{\text{det}}, v_{\text{kno}})$, as a function of noise level.](image5)

Precision of parameters of detected circles was another aspect used to compare the different techniques. Fig. 9 presents the average absolute difference between the radii of the detected and nearest known circle, $|\Delta r|$, for the techniques at different noise levels.

![Fig. 10. The average Euclidean distance between the center coordinates of the detected and nearest known circle, $d(v_{\text{det}}, v_{\text{kno}})$, as a function of noise level.](image6)
Fig. 11 plots the mean width of the membership function (3), $\bar{\epsilon}$, corresponding to $Q_{\text{max}}$ as a function of the noise level. A key feature here is the linear relationship ranging from a noise level of 0.00 to 0.06. However, there is a drastic increase of the bandwidth, $\bar{\epsilon}$, required to maximize the quadratic entropy ($Q_{\text{max}}$) when the noise variance exceeds 0.06. At the high noise level circles are heavily distorted, while the initial value of $\epsilon = 3$ is rather low. When choosing a low initial value of $\epsilon$, accumulator peaks are not smooth enough. Hence, the circle centers are estimated with low accuracy, which contributes to the high mean bandwidth, $\bar{\epsilon}$.

![Graph of Fig. 11](image)

**Fig. 11.** The mean width of the membership function (3), $\bar{\epsilon}$, corresponding to $Q_{\text{max}}$ as a function of noise level.

Fig. 12 shows the mean radius of detected circles as a function of noise level. As can be seen from Fig. 12, the proposed technique provides the most accurate estimate of the radius, which is equal to 12 pixels.

![Graph of Fig. 12](image)

**Fig. 12.** The mean of estimated radius as a function of noise level.

**Table II**

<table>
<thead>
<tr>
<th>Parameter, Technique</th>
<th>HT</th>
<th>GHT</th>
<th>HTN</th>
<th>FHT</th>
<th>P1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{det}}$</td>
<td>80</td>
<td>62</td>
<td>24</td>
<td>66</td>
<td>24</td>
</tr>
<tr>
<td>$N_{\text{mat}}$</td>
<td>24</td>
<td>24</td>
<td>19</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>$\bar{\epsilon}$</td>
<td>12.8</td>
<td>13.5</td>
<td>14.6</td>
<td>12.8</td>
<td>12.4</td>
</tr>
<tr>
<td>$\bar{\epsilon}$</td>
<td>2.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**IV. CONCLUSIONS**

The fact of linear correlation between $\epsilon$ and the noise level corresponds well with earlier findings [7]. This is a desirable correlation when measuring the circle distortion individually for each circle.

The proposed technique outperformed the other techniques in both detection accuracy and precision. The initial selection of $\epsilon$ is crucial to get as smooth peaks as possible without losing circle center accuracy. The proposed clustering step makes the technique much faster if compared to the case of searching the whole accumulator space. FHT without clustering yielded too many false detections.

GHT performed rather well on the synthetic images. However, for the real image, where dots are tightly printed next to each other, many false detections were observed.

HTN performed rather well on the real image. However, the sensitivity to noise is too high and the algorithm is too slow to be used on a real grey bar image consisting
of approximately 150 print dots.
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