Protocol for Wireless Real-Time Systems

Henrik Bengtsson, Elisabeth Uhlemann and Per-Arne Wiberg

N.B.: When citing this work, cite the original article.

©1999 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE.


DOI: http://dx.doi.org/10.1109/EMRTS.1999.777463
Copyright: IEEE

Post-Print available at: Halmstad University DiVA
http://urn.kb.se/resolve?urn=urn:nbn:se:hh:diva-2168
Protocol for Wireless Real-Time Systems

Henrik Bengtsson
Sjoland & Thyselius
Datakonsulter i Göteborg AB
henrik.bengtsson@st.se

Elisabeth Uhlemann
Centre for Computer Systems
Architecture, Halmstad University
elisabeth.uhlemann@cca.hh.se

Per-Arne Wiberg
Centre for Computer Systems
Architecture, Halmstad University
per-arne.wiberg@cca.hh.se

Abstract

A protocol and a communication mechanism intended for time and safety critical applications using a radio channel for information transport are considered jointly. The protocol is based on a scheme of retransmissions done on demand within a given time window. Each retransmission is coded with a varying number of redundant symbols. The set of blocks used for retransmission is controlled by two quality-of-service parameters: deadline for the transmission and the probability that the correct decoded message will reach the recipient before this deadline. Analysis of a protocol model indicates that it is possible to transmit time critical information in a mobile wireless system with very low error probabilities in an industrial environment.

1. Introduction

Wireless transmission of information is used in an increasing number of applications, of which cellular telephony is the most common. Transmission of data is on the way to the market with approaches like PCS [1]. Multimedia applications have been demonstrated in very controlled environments [2]. Wireless communication is, however, anticipated to be found in an increasing number of applications in the future. A driving force for this development is the large cabling cost. Mobility also introduces new kinds of services. In this paper we are primarily concerned with problems and solutions related to the use of wireless communication in an industrial setting.

A large number of applications in industry have real-time demands on the transmission links. In some cases the demands are also safety critical. We mean by real-time that an information package has to be received by the recipient before a certain deadline. If not, the consequences will be severe. How severe depends on the application and on how safety-critical the application is. These concepts are quite well founded within the real-time research community [3].

A crucial issue that has to be thoroughly addressed before a wireless system will be accepted for this kind of applications is the reliability aspects. In our work we have taken a probabilistic approach by proposing two new quality-of-service parameters (QoS): deadline for delivery and probability for correct delivery before this deadline. An application or a higher protocol layer can, in this scheme, negotiate these parameters with the network.

This commutation scheme is described in Section 2. Section 3 discusses access methods for industrial wireless communication. In Section 4 a protocol is proposed for transforming the QoS requests into message streams. The protocol is analysed with respect to error probability in Section 5. Results from calculations with parameters of typical industrial environment are also presented in Section 5. Section 6 concerns related work, Section 7 aspects of future work, and Section 8 contains our conclusions.

2. Quality of service in mobile real-time systems

QoS negotiations are a powerful way of handling varying demands on the network. QoS parameters used today are, for example: bandwidth, latency and error rate [4]. All these parameters reflect demands on average behavior of the network, which is typical for office applications. For industrial systems the demands are often of worst case nature. This is not taken into account by the protocols for wireless communication used today, e.g. IEEE 802.11 [5]. Therefore we suggest a probabilistic approach that focuses on the worst case behavior.

When an industrial application is designed and analysed, it is often the case that failure probabilities are calculated or set up as requirements on the system. From these failure probabilities a communication failure probability can then be derived.

A communication failure in a real-time system can be divided into information error and temporal error. By information error we mean that the communication system
corrupts the information in such a way that the receiver is unable to interpret it or interprets it in an erroneous way. Temporal errors occur when the communication system fails to deliver the information in time. This implies that the application sets up a deadline for the communication system before which it has to deliver. Taking this background into account we therefore propose two new QoS parameters:

- **Deadline for delivery (DL).** This states the latest time at which the receiver (application task) must receive the information being sent.

- **Probability for correct delivery before the deadline (PDL).** This property controls how reliable the transfer must be. It does not say anything about delivery of correct data after the deadline. This is a request from the application on the communication system.

These two parameters are used to control the network behaviour. It is worth noting that these QoS parameters are useful for non-real-time applications as well. Such an application is multimedia. If a package of image data is sent the deadline is relatively tight but PDL can be moderate, because an incorrect delivery will appear as image noise. A too late package on the other hand will disturb the viewing more.

For a control application, it is important that correct information reaches its destination before a quite tight deadline with a fairly low error probability. This will naturally mean that more bandwidth will be required for the transmission.

### 3. Access method

A protocol is necessary to transform the data into a data stream meeting the QoS demands. In order to develop such a protocol we need to state the context in which the protocol shall work. A proper medium access method (MAC) and a radio frequency band must be selected.

We address the access method first. There are three options: TDMA, FDMA and CDMA [6].

**TDMA** divides the time axis into several time-slots. It is the most common access method used today, in the wide spread cellular telephone standard GSM. The bandwidth of this standard is sufficient for speech transmission. When it comes to time critical transport, the allocation and scheduling of time-slots becomes critical. There has been some research in this area for wirebound systems [7] [8] [9], which shows that the time-slot allocation becomes quite complicated and it will be even more complicated in a wireless system.

**FDMA** divides the frequency band into several channels. However, in a multipath environment the signal-to-noise ratio varies within a single time-frequency element dependent on the transfer function. The variance will thus be reduced if the signal is distributed over several time-frequency elements.

**CDMA** uses a number of orthogonal codes (PN-codes) for multiple access, giving each channel full use of both the frequency band and the time axis. This results in two properties that are attractive for a real-time network: i) CDMA rejects some of the multipath fading present in a radio channel. ii) Several channels can be established and used simultaneously, provided that the PN-codes are well administrated (e.g. one PN-code per user in the area). No extra administration for access is required. What it means, however, is increased interfering noise experienced by the adjacent users. In order to guarantee bandwidth, and thus QoS, there must be a bound on the number of simultaneous users within a certain area. The interference from other channels is dependent on the selected PN-codes. This is described in detail in [10].

The two advantages with CDMA mentioned above make it a suitable MAC method for mobile real-time systems. There are also disadvantages with CDMA. The two most severe drawbacks from industrial utilisation point of view, are the near-far problem and the bandwidth limitation.

The near-far problem comes from the situation when an adjacent transmitter that outputs high power to reach its recipient jams a closer recipient on another channel. A suggested solution to the problem is a more careful power control of the transmitters [11].

There is another possible solution to this problem, especially feasible for industrial systems. The cellular systems are organised around a basestation with mobile units. This topology is natural for access to a wirebound transport network. In the industrial system the major part of the traffic is found within the ”cell”. Multihop networks [12] are therefore attractive network organisations. The near-far problem can then be attacked by routing though the nearby node rather than drowning it with noise. This is, however, outside the scope of this paper.

The bandwidth limitation originates from the up-scaling of frequency when the signal is spread in the frequency domain. This means that hardware components are required to have very high throughput and speed. Despite this, we think that the advantages outweigh the drawbacks of CDMA for real-time traffic.

In a recently developed communication system called Bluetooth [13] a combination of CDMA and TDMA is used. This protocol is likely to become popular in the future and we present a comparison between Bluetooth and our proposed protocol in Section 6.

Another basic parameter is which radio frequency (RF) band to utilise. The RF spectrum is rapidly getting more and more crowded, forcing us to use higher frequencies. Some frequency bands are kept unlicensed, meaning they are free to use with some restrictions. This standardisation effort is described in more detail in [5].
We consider the 2.4 GHz band to be the lowest frequency with reasonable throughput among these new unlicensed frequencies. There has been some development of components for this frequency band by different vendors like Harris, Motorola, and Philips, indicating that this band will be widely used. For detailed information about the products, consult the web pages of the above companies. We base our analysis below on the 2.4 GHz band and performance parameters of the PRISM chip set from Harris.

4. Protocol for real-time transmission over a wireless channel

The application makes a request to send a message with the two QoS parameters, DL and PDL. The deadline dependent coding (DDC) protocol will transform the request into a data stream with the desired probability of success.

The DDC protocol is a retransmission protocol schematically shown in Figure 1. As the name of the protocol implies, the coding of the information is made dependent on the deadline. In our analysis we use a Reed-Solomon (RS) block code.

RS-codes have some good properties that make them suitable for this problem. First, they have maximum distance separation, MDS, of the code words, which gives a small probability of decoder error. The latter is shown to be a very important property in the DDC protocol. Secondly, the RS-codes have very good error correcting performance, which is also advantageous in conjunction with the DDC. A comprehensive description of RS-codes is given in [14].

First a high rate coded message (i.e., few redundant bits) is sent. The receiver tries to decode the message. If the decoder fails, the sending node will retransmit the message. This is repeated in case of yet another decoder failure. When the receiver has three erroneous copies of the message, it performs a bitwise majority voting on the three copies. This results in a new message, which it tries to decode. If it still fails to decode the message, the retransmissions can continue or a low rate coded message can be sent. Which of these scenarios that are chosen depend on the QoS requested.

5. Analysis of the deadline dependent coding protocol

Since the users of the communication system request a specific probability for the transmission, a mapping from this request to the retransmission scheme must be done.

When mapping the QoS parameters onto the DDC protocol, a diversity of techniques are available, since many of the protocol parameters can be varied. The goal is to find a mapping technique that fulfills the QoS demands, with a minimum of interference to the other channels.

In the following discussion, the deadline is kept constant and the probability for correct delivery is varied. It should be noticed that for a short time window, i.e. when the deadline is close in time, more redundancy has to be introduced in order to maintain the same probability of delivery.

One approach is to keep the block length of both the high rate and the low rate coded message constant and only increase the number of retransmissions when the probability of correct delivery (PDL) increases. This technique is easily implemented, as the block lengths are known in advance. This method is hereafter called the dynamic retransmission scheme (DRT).

Another solution is to keep the number of retransmissions constant and instead increase the block length and thus the number of redundant bits for each retransmission. This method is hereafter called dynamic block lengths (DBL). The receiver must, however, know the block lengths in advance in order to decode the message. To solve this problem, the first message should always be of a certain block length and contain information about the following block lengths.

The DRT scheme, which provides a simple and straightforward solution, is chosen for the mapping of the QoS parameters.

In order to calculate the probabilities involved, we have developed a model of the communication channel. The communication scenario with six interfering nodes is shown in Figure 2. An important entity in our model is the Energy per bit to Noise ratio at the receiver, $E_b/N_0$. This entity is used for evaluating the performance of the Reed-Solomon codes.

---

Figure 1: The DDC protocol. HC stands for high rate coded whereas LC stands for low rate coded.
Figure 2: Communication scenario with six interfering nodes.

A transmitter is sending a message to a remote receiver at a distance, \(d\), of 20 meters. We assume a line of sight, LOS, of 1 meter. The received carrier is a function of transmitted power and total path loss. The latter is due to multipath fading. The LOS propagation loss \(L_f(d_0)\) [15] is:

\[
L_f(d_0)[dB] = 10\log G_T + 10\log G_R - 20\log f - 20\log d_0 + 20\log \left(\frac{c}{4}\right)
\]

where \(G_T\) and \(G_R\) are the transmitter and the receiver gain respectively, \(f\) is the radio frequency and \(c\) is the speed of light. The absolute mean path loss in dB can now be obtained as [15]:

\[
L_f(d)[dB] = L_f(d_0) - 10n^*\log(d/d_0)
\]

The path loss exponent \(n\) represents how much the path loss increases with distance. The path loss exponent is typically in the range of 2\(\leq n\leq 4\) for indoor environments and 3\(\leq n\leq 5\) for outdoor communication. We have chosen \(n=3.9\). The calculations are made with the PRISM chipset wireless LAN parameters. The PRISM operates on the 2.4 GHz frequency band at 1 Mbps. The antenna power is 63 mW. From this we derive \(E_b/N_0\) to be 8.12 dB.

It should be noted that in the following probability calculations neither the probability of loosing the acknowledge signal nor the probability that the receiver is unable to phase lock on the preamble are taken into account.

The performance of RS-codes is measured in terms of the probability of decoder failure and decoder error. The decoder will select the code word closest, in Hamming distance, to the received code word. If no code word is located within a predefined bounded Hamming distance a decoder failure is declared, here denoted \(P(F)\):

\[
P(F) = 1 - \left[\sum_{j=0}^{\lfloor(d_{min}-1)/2\rfloor} \binom{n}{j} (1-s)^j s^{n-j}\right] - P(E)
\]

where \(d_{min}\) is the minimum Hamming distance between two code words, \(n\) is the block length and \(s\) is the probability of the correct symbol being received.

If the received code word contains several errors, it may cause the decoder to select a valid code word, different from the one transmitted. This is called a decoder error, here-denoted \(P(E)\) [14].

\[
P(E) = \sum_{j=d_{min}}^{n} A_j \sum_{k=0}^{\lfloor(d_{min}-1)/2\rfloor} P_k^j
\]

where \(P_k^j\) is the probability that a received word is exactly at Hamming distance \(k\) from a weight-\(j\) code word [14].

\[
P_k^j = \sum_{r=0}^{k} \binom{j}{r} \binom{n-j}{r} p^{k+r} (1-p)^{k-r} s^{n-j-r} (1-s)^r
\]

where \(p\) is the probability that one particular incorrect code word symbol is received. The number of weight-\(j\) code words in a MDS code is [14]:

\[
A_j = \binom{n}{j} q^{-1} \sum_{i=0}^{j-d_{min}} (-1)^i \binom{j-1}{i} q^{j-i-d_{min}}
\]

where \(q\) is the Galois field over which the RS code symbols are defined.

The probability of decoder error is relatively small, compared to the probability of decoder failure, but it becomes an important factor in a retransmission scheme. A decoder error does not result in a retransmission; hence there is no way of correcting the error. In fact, every time a retransmission is made, it gives the decoder a new chance of making a mistake as seen in Figure 3. The probability of decoder error will consequently increase with the number of retransmissions as:

\[
P_{tot}(E) = \sum_{k=1}^{N} P_k^1(E) + P_{MV}(E) + P_{LC}(E)
\]

where \(N\) is the number of transmissions of the high rate coded message and \(P_{MV}\) the improved probabilities after
the majority voting procedure. $P_{LC}$ represent a low rate coded transmission.

$$P_{tot}(F) = P_1(F) \cdot P_{MV}(F) \cdot P_{LC}(F)$$

The bit error rate is improved after a majority voting procedure [15] as:

$$P_{MV} = \sum_{k=(N+1)/2}^{N} \binom{N}{k} p^k (1 - P_e)^{N-k}$$

where $N$ is the number of transmissions made and $P_e$ is the original bit error rate.

The encoding and decoding time is highly dependent on hardware implementation and is omitted in our calculations. The PRISM chipset needs a preamble and header for each package of 272 bits. This is included in the calculations.

We define the message error rate (MER) as the rate at which the protocol fails to deliver before the specified deadline. We will treat two levels of PDL starting with the lower level.

For a low PDL an RS(15,11) is used for the high rate coded message and RS(63,11) for the low rate coded message. It should be noted that the selection of Reed-Solomon codes should be done with care, as it influences the system performance. The codes selected in these examples have been chosen to illustrate how the performance is affected. Three retransmissions of the high rate coded message, a Majority Voting procedure and a low rate coded transmission are done. This yields a probability of message error of $8.60 \cdot 10^{-6}$ and $1.55 \cdot 10^{-5}$ if an additional interfering node is added at a distance of 1 meter. This is approximately equal to the probability of decoder error after one transmission of the high rate coded message, $P_1(E)$. The total message error rate is thus highly dependent of the probability of decoder error.

The Majority Voting procedure improves the system performance by reducing the probability of decoder failure.

The time to transmit three high rate coded messages, one low rate coded message and to compute a Majority Voting procedure is 2.057 ms. The acknowledge signal is coded with RS(15,11).

Here we use an RS(63,32) for the high rate coded message and RS(127,32) for the low rate coded message. The message error rate is then reduced to $5.22 \cdot 10^{-29}$ for six interfering nodes and $4.71 \cdot 10^{-28}$ with an additional node at a distance of 1 meter. These values are also equal to the probability of decoder error when one transmission of the high rate coded message has been made, i.e. $P_1(E)$.

In this case the time to transmit three high rate coded messages, one low rate coded message and to compute a Majority Voting procedure is 2.409 ms. The acknowledge signal is coded with RS(63,32) in this example.

The above analysis indicates that the total message error rate is highly dependent of the probability of decoder error when only one transmission has been made.

6. Related work

Not much work has been done on real-time protocols for wireless connections. There has, on the other hand, been done quite a lot on time-critical communication over wirebound networks. Protocols in this context can be divided into the following categories: (i) protocols based on static allocation of time slots [16] [17], (ii) protocols based on token passing [18], and (iii) protocols based on unpredictable carriers like Ethernet made suitable for real-time traffic by means of a window technique [19].

Figure 3: The probabilities in the retransmission scheme. HC stands for High rate Coded, LC for Low rate Coded whereas CD stands for Correct Decoding.
A recently developed protocol for wireless communication is Bluetooth [13]. This protocol is supported by a large group of industries, and is thus likely to be accepted as a standard. It uses some of the mechanisms mentioned above. We will in this section make a comparison of this protocol to ours.

Bluetooth uses an access method based on frequency hopping CDMA. The network is divided into clusters called piconets. Each such cluster has a unique hopping sequence. The access within a piconet is controlled by a master using TDMA when communicating with the slaves in the cluster.

The slaves are accessed in a way similar to token passing. In each interval, when a slave holds the token, the master can send one message and receive one message from the slave. Each message can occupy one to five time-slots. In case of a retransmission this is done the next time the slave holds the token, thus a varying delay is introduced called token round-trip delay.

In our protocol the sender answers a request for retransmission without regarding any delay caused by a token round-trip. Bluetooth has automatic repeat request (ARQ). The retransmission is, however, delayed until the master is in turn to communicate with that particular slave. This causes problems when the deadline is smaller than the token round-trip time, which is often the case.

Bluetooth supports two types of channels: asynchronous for data mentioned above, and synchronous for voice. The synchronous channel sends voice data periodically. No ARQ is used, and the information is coded with a given number of redundant symbols.

The synchronous channel could be used for transmitting real-time data because of its predictable characteristics. The problem is, however, that variations in the channel properties are not considered. The coding does not give the very low bit error rates, necessary for critical real-time systems.

Although Bluetooth is a very interesting protocol it lacks some properties to make it suitable for real-time systems with high demands on information integrity.

Another commonly known protocol for wireless traffic is based on the standard IEEE 802.11 [5]. This communication scheme can be compared to Ethernet and has properties similar to it. The only possibility to use these protocols for real-time traffic, as we see it, is to use some of the mechanisms for wirebound networks, mentioned earlier in this section.

7. Future work

In Section 5 it was shown that the MER of the DDC protocol is highly dependent of the probability of decoder error \( P(E) \). The probability of decoder failure \( P(F) \), although higher than \( P(E) \), has less impact on the system performance as it is reduced when a message is retransmitted or a Majority Voting procedure is performed. \( P(E) \), on the other hand, is increased for every retransmission. Consequently, if \( P(E) \) could be decreased, the MER in the system would improve. Below, we point out two approaches that have the potential of reducing \( P(E) \) without increasing the network activity. They have, however, not been investigated further.

Aulin [20] has analysed a method using some of the redundant bits in the code word for error detection only, and not for error correction. In this way more errors can be detected. Obviously, the drawback is that fewer errors can be corrected, thus increasing \( P(F) \) and the probability of a retransmission. This method could, however, be used to decrease \( P(E) \). Another advantage is that if errors are detected it is possible to use only two messages to reconstruct the correct code word, as there is a low probability for errors to occur in the same bit in the two different messages. The use of this approach has the potential of balancing \( P(F) \) and \( P(E) \) to meet QoS with better performance.

An attempt to introduce soft decision decoding will also be investigated further in the near future.

8. Conclusions

In this paper a wireless deadline dependent coding protocol (DDC) has been analysed. The DDC protocol is controlled by two Quality of Service, QoS, parameters and aims at keeping the network activity as low as possible. Different techniques to map the two QoS parameters, deadline for delivery (DL) and the probability of correct delivery before this deadline (PDL), to the DDC protocol have been discussed.

We have shown that, using available technology, it is possible to transmit time critical information in a mobile wireless system with very low error probabilities, thus fulfilling the industrial safety demands and still get enough throughput for many applications.

The dynamic retransmission scheme (DRT) that has been analysed indicates that the system performance is limited by the probability of decoder error \( P(E) \) after one transmission. Due to its cumulative characteristic, \( P(E) \) increases with the number of retransmissions, while the probability of decoder failure \( P(F) \) decreases. The Majority Voting procedure is shown to have significant impact on the system performance, without contributing to the overall network activity.
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