Ethiopic Character Recognition Using Direction Field Tensor

Yaregal Assabie and Josef Bigun

N.B.: When citing this work, cite the original article.

©2006 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE.


DOI: [http://dx.doi.org/10.1109/ICPR.2006.507](http://dx.doi.org/10.1109/ICPR.2006.507)
Copyright: IEEE

Post-Print available at: Halmstad University DiVA
[http://urn.kb.se/resolve?urn=urn:nbn:se:hh:diva-2123](http://urn.kb.se/resolve?urn=urn:nbn:se:hh:diva-2123)
Ethiopic Character Recognition Using Direction Field Tensor

Yaregal Assabie and Josef Bigun
School of Information Science, Computer and Electrical Engineering
Halmstad University, SE-301 18 Halmstad, Sweden
{Yaregal.Assabie, Josef.Bigun}@ide.hh.se

Abstract

Many languages in Ethiopia use a unique alphabet called Ethiopic for writing. However, there is no OCR system developed to date. In an effort to develop automatic recognition of Ethiopic script, a novel system is designed by applying structural and syntactic techniques. The recognition system is developed by extracting primitive structural features and their spatial relationships. A special tree structure is used to represent the spatial relationship of primitive structures. For each character, a unique string pattern is generated from the tree and recognition is achieved by matching the string against a stored knowledge base of the alphabet. To implement the recognition system, we use direction field tensor as a tool for character segmentation, extract and classify structural features, and build their spatial relationships. Experimental results are reported.

1. Introduction

The history of Ethiopian written literature dates back to the 5th century B.C.[4]. Ethiopic alphabet is used for writing by languages such as Amharic, Geez, Tigrinya, and others. The alphabet is used by multiple languages spoken inside as well as outside of Ethiopia, and the current estimate of its users is over 80 million which include the 73 million inhabitants of Ethiopia. Studies of automatic recognition of Ethiopic script have been presented in conferences only recently [3], [5], and no Ethiopic OCR software is developed to date. The scarce results are linked to the increased relational complexity of graphical elements when representing vocals. Therefore, we suggest a generic recognition system for Ethiopic characters by extracting the smallest graphical units called primitive structures and their spatial relationships. A major advantage is, for a given character in Ethiopic alphabet, the primitives and their spatial relationships remain similar for different font types, sizes and styles. The efficiency of the recognition system is highly dependent on the computational effectiveness of the algorithms used for extraction and classification of structural features. We use direction field tensor [2] to efficiently segment characters, extract and classify structural features, and build their spatial relationships.

2. Ethiopic Character Recognition System

The most common Ethiopic alphabet has 34 basic characters and six modifications making a total of 238 characters. The alphabet is conveniently written in a tabular format of seven columns as shown in Table 1 where each column corresponds to vocal sounds in the order of ä, u, i, a, e, ə, and o.

<table>
<thead>
<tr>
<th>ä order</th>
<th>u order</th>
<th>i order</th>
<th>a order</th>
<th>e order</th>
<th>ə order</th>
<th>o order</th>
</tr>
</thead>
<tbody>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
<tr>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
<td>ወ እሱ</td>
</tr>
</tbody>
</table>

The nature of prominent structural features in Ethiopic characters gives a way to employ structural and syntactic techniques to efficiently design a generic recognition system that invariably works for different font types, sizes and styles. Primitive structures and their spatial relationships for each character are handled by a special tree structure which, by traversing with a defined rule, generates a unique set of string patterns for each character. The string pattern for a character is matched with each record in a stored knowledge base of the alphabet, and a similarity measure is computed for each comparison. The recognition process is completed by accepting or rejecting the most similar pattern based on a threshold value of similarity. In the next subsections, we describe components of the recognition process. Further details are given in [1].

2.1. Primitive Structures in the Alphabet

An in-depth analysis of characters leads us to discover 7 primitive structures in the Ethiopic alphabet.
All characters can be represented as a combination of two or more primitive structures. Primitive structures are identified using their structure type, relative length, orientation, and spatial position. The classes of primitive structures (with example characters) are: long vertical line (Ι), medium vertical line (Ι), short vertical line (ι), long forward slash (\slash), medium forward slash (\nslash), backslash (\\), and appendages (\). 

2.2. Spatial Relationships of Primitives

The way primitives are connected to each other describes their spatial relationship, and gives unique structures to characters. A primitive structure can be connected to another at one or more of the following regions: top (t), middle (m), and bottom (b). There may be one, two, or three connections between two primitives. The first connection detected as one goes from top to bottom is considered as the principal connection. There are 9 principal connection types between two primitives. This is represented by the set: \{ (t,t), (t,m), (t,b), (m,t), (m,m), (m,b), (b,t), (b,m), (b,b) \}. Other additional connections, if they exist, are considered as supplementary connections. Together with supplementary connections, there are 18 types of connections between primitives of Ethiopic alphabet. This finding is summarized in Table 2.

Table 2. Connection types between primitives

<table>
<thead>
<tr>
<th>Principal Connection</th>
<th>Supplementary Connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (m,b)</td>
<td>(b,m) (b,b)</td>
</tr>
<tr>
<td>(t,t)</td>
<td>(m,m) (m,b)</td>
</tr>
<tr>
<td>(t,m)</td>
<td>(b,m) (b,b)</td>
</tr>
<tr>
<td>(t,b)</td>
<td>(m,m) (m,b)</td>
</tr>
<tr>
<td>(m,t)</td>
<td>(b,m) (b,b)</td>
</tr>
<tr>
<td>(m,m)</td>
<td>(b,m) (b,b)</td>
</tr>
<tr>
<td>(m,b)</td>
<td>(b,m) (b,b)</td>
</tr>
<tr>
<td>(b,t)</td>
<td>(m,m) (m,b)</td>
</tr>
<tr>
<td>(b,m)</td>
<td>(m,m) (m,b)</td>
</tr>
<tr>
<td>(b,b)</td>
<td></td>
</tr>
</tbody>
</table>

2.3. Representation and Pattern Generation

By analyzing how primitives are connected to each other, a special tree structure is designed which effectively represents, stores, and retrieves primitives and their spatial relationships [1]. The tree has three left nodes and four right nodes as shown in Fig.1. Each node in the tree stores data about the type of the primitive itself, the type of connections with its parent primitive, and the types of primitives connected to it.

![Figure 1. General tree structure of characters](image)

To build a consistent primitive tree structure for each character, a primitive which is spatially located at the left top position of the character is used as the root primitive. Based on principal connections with their parent, child primitives are then appended in the order of \{ left{t,m,b}, right{b,m1,m2,t} \}. To implement this rule, a recursive algorithm is developed [1]. Examples of primitive tree of characters are shown in Fig. 2.

![Figure 2. Tree structure for (a) Υ, (b) Φ](image)

A pattern of primitives and their relationships is generated from the tree by using a recursive algorithm similar to the one used for building the tree. In-order traversal of the tree, i.e., traversing the tree in the order of \{ left{t,m,b}, parent, right{b,m1,m2,t} \}, generates a unique pattern for each primitive tree of characters.

2.4. Alphabet Knowledge Base

For each character in the alphabet, a pattern of their possibly occurring primitives and relationships is stored. In the implementation, a numerical code is given to the 7 primitives and 18 connection types [1]. Each character in the knowledge base is represented by a set of patterns built based on this coding.

3. Direction Field Tensor

The ordinary way of estimating the local direction of pixels in an image neighborhood is to compute the gradient field. However, during the computation of the gradient field, it is not possible to analyze whether a pixel fits to a line or not. Thus, the results obtained from the gradient field are not optimal solutions to extract linear patterns in images. In addition, a linear structure will have two groups of opposite directions in the gradient field, and averaging them over a window gives large deviations due to cancellation effects. A double angle representation of the direction of pixels avoids the problem of averaging the resultant...
gradient field. Therefore, to take the advantage of this property, we use direction field tensor. Direction field tensor also suppresses image intensity differences that do not fit to a line in a local neighborhood and amplifies those that fit to a line. Since the directional features are observed along lines, the local direction is also called Linear Symmetry. For a local neighborhood \( f(x,y) \) of an image \( f \), the direction tensor, also called the structure tensor \( S \), is computed as a 2x2 symmetric matrix using derivative operators \( D_x \) and \( D_y \).

\[
S = \begin{bmatrix}
\int \int \int \int \int (D_x f)^2 \, dx \, dy & \int \int \int \int (D_x f)(D_y f) \, dx \, dy \\
\int \int \int \int (D_y f)(D_x f) \, dx \, dy & \int \int \int \int (D_y f)^2 \, dx \, dy
\end{bmatrix}
\]  

(1)

The complex partial derivative operator \( \partial_x + i \partial_y \) is defined as follows.

\[
\partial_x + i \partial_y = \frac{\partial}{\partial x} + i \frac{\partial}{\partial y}
\]

(2)

The integrals are implemented as convolutions with a Gaussian kernel:

\[
g(x,y) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right)
\]

(3)

where \( \sigma \) is the standard deviation. Because of its separability property, the 2D Gaussian is more efficiently computed as a convolution of two 1D Gaussians, \( g(x) \) and \( g(y) \), where \( g \) is defined as follows.

\[
g(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{x^2}{2\sigma^2} \right)
\]

(4)

Linear Symmetry (LS) measures can be extracted by eigenvalue analysis of the structure tensor using complex moments of order two formulated as:

\[
I_{mn} = \int \int (D_x f)^m (D_y f)^n \, dx \, dy
\]

(5)

where \( m \) and \( n \) are non-negative integers. From Equation (5), we can derive \( I_{20} \) and \( I_{11} \).

\[
I_{20} = \int \int (D_x f)^2 (D_y f) \, dx \, dy
\]

(6)

\[
I_{11} = \int \int (D_x f)(D_y f)^2 \, dx \, dy
\]

(7)

\( I_{20} \) is a complex number and \( I_{11} \) is a real number. The argument of \( I_{20} \) is the double angle representation of the local direction of pixels and the magnitude is a measure of the local LS strength. The scalar \( I_{11} \) measures the amount of gray value changes in a local neighborhood of pixels. The direction field, which is a 3D field tensor, can be represented as one complex number \( I_{20} \) and one real number \( I_{11} \). In the implementation, \( I_{20} \) and \( I_{11} \) are computed over the entire image by using the following the procedure.

1. Generate two 1D Gaussian kernels \( g_x \) and \( g_y \) and two 1D Gaussian derivative kernels \( d_x \) and \( d_y \).
2. Apply convolution operations on the original image \( f \) to generate \( dxf \) and \( dyc \).

\[
dxf = g_y * (d_x f)
\]

\[
dyc = g_x * (d_y f)
\]

3. Compute:
   a. \( \hat{I}_{20} \) from \( dxf \) and \( dyc \) by pixel-wise complex squaring. \( \hat{I}_{20} = (dxf + j*dyc)^2 \)
   b. \( \hat{I}_{11} \) from \( abs(\hat{I}_{20}) \).
4. Compute \( I_{20} \) and \( I_{11} \) from \( \hat{I}_{20} \) and \( \hat{I}_{11} \), respectively by averaging with Gaussian kernels.

The complex image \( I_{20} \) can be displayed in color as shown in Fig. 3b where the hue represents direction of pixels in double angle representation. Pixels with directions of zero are shown as red color. The black area shows ‘lack of LS’. Another way of displaying the \( I_{20} \) image is to make use of vectorial representation as shown in Fig. 3c where the arrows show direction and the magnitude shows the LS strength of pixels.

![Figure 3. (a) Text image, (b) \( I_{20} \) of the text image, (c) vectorial representation of \( I_{20} \) image](image)

### 3.1. Application

The application of direction field tensor for Ethioptic character recognition system is described in Fig. 4. Due to the double angle representation, the direction of pixels at the edges of primitives is close to 0 and 180 degrees and can be converted to the range of 0 to 90 degrees by \( \varepsilon = abs(90-\theta) \) so that \( \varepsilon \) for primitives is consistently close to 90 degree. The value \( \rho \) shows the normalized LS strength. Since Gaussian filtering is used during the computation of direction fields, the LS strength at the orthogonal cross-section of edges is Gaussian. Therefore, the lines in the \( I_{20} \) image are reduced to skeletal form (one pixel size) by taking the point equal or closer to the mean of the Gaussian formed by the LS strength in the orthogonal direction.
3. Character Segmentation

The horizontal space that lacks LS in the skeletal form of I20 is used to segment text lines, and the vertical space that lacks LS is used to segment characters in a line. Rectangular boxes in Fig. 5 show segmented characters for text of Fig. 3a.

3.3. Extraction of Structural Features

After characters are segmented, the complex image is again decomposed into primitive and connector parts. A primitive structure will have two lines in the skeletal form of I20 image. Primitive structures are then formed in the I20 image by two matching lines as shown Fig. 6. The group information about direction of pixels in a primitive and their relative sizes, spatial positions, and structures are used to classify the primitives. Spatial relationships are finally extracted by analyzing how primitives are connected to each other.

4. Experiment

A standard image database of Ethiopic text is not available for testing character recognition systems. Thus, the experiment was done on images of about thirty pages scanned from newspapers, books and clean printouts that contain characters of different fonts and sizes varying from 12 to 18. Experimental results are summarized in Table 4. The decrease in recognition accuracy of newspapers and books is linked to their degraded quality.

Table 4. Experimental Results

<table>
<thead>
<tr>
<th>Type of Document</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Character</td>
</tr>
<tr>
<td></td>
<td>segmentation</td>
</tr>
<tr>
<td></td>
<td>Primitive</td>
</tr>
<tr>
<td></td>
<td>Extraction</td>
</tr>
<tr>
<td></td>
<td>Character</td>
</tr>
<tr>
<td></td>
<td>Recognition</td>
</tr>
<tr>
<td>Clean printouts</td>
<td>98%</td>
</tr>
<tr>
<td>Newspapers and</td>
<td>93%</td>
</tr>
<tr>
<td>books</td>
<td>94%</td>
</tr>
<tr>
<td></td>
<td>86%</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

In this paper, we presented the design of a novel Ethiopic character recognition system. The recognition system is in general tolerant of variations on the size, type and other parameters of characters. Extraction of primitive structures and their spatial relationship is the heart of the proposed recognition system, and to implement the system direction field tensor was used. Since Gaussian separable filters are used to compute direction field tensor, the computation time is minimal. Therefore, the overall research activity will help us develop efficient OCR software for Ethiopic script. The percentage of accuracy can still be improved to a higher level by working more on direction tensor and pattern matching algorithms.
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