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Abstract

A framework for real-time communication over a wireless channel is proposed. The concept of deadline dependent coding (DDC), previously suggested by the authors, is further developed using soft decision decoding of block codes to maximize the probability of delivering information before a given deadline. The strategy of DDC is to combine different coding and decoding methods with automatic repeat request (ARQ) in order to fulfill the application requirements. These requirements are formulated as two Quality of Service (QoS) parameters: deadline \( t_{DL} \) and probability of correct delivery before the deadline \( P_d \), leading to a probabilistic view of real-time communication. An application can negotiate these QoS parameters with the DDC protocol, thus creating a flexible and dependable scheme.

1. Introduction

The tremendous development in wireless communication has provided opportunities in many related fields. This wireless evolution offers improvements for industrial applications, where traditional wiring causes inhibiting problems in terms of costs and feasibility. Some applications even require a wireless connection in order to function. A recognized problem is the harsh communication environment encountered by a wireless connection. This has prevented extensive use of wireless access in real-time systems. In some real-time communication systems it is often assumed that the deadline must be met with unit probability. This is a situation that cannot be achieved with any physical system due to noisy channel conditions [1].

Given sufficient control over the quality of the communication channel, wireless communication can replace cables in a vast number of real-time systems. A class of industrial applications is measurement and control of moving objects. Another application is communication to and from different kinds of vehicles in factory automation situations. Implementations of wireless communication systems for industrial use have been attempted, however, the problem of guaranteeing real-time delivery is usually solved in a somewhat ad hoc manner. As a consequence, it is not straightforward to evaluate the dependability of the entire system. In this paper, we describe a framework for dependable real-time communication over an unreliable wireless communication channel, exemplified here by a radio channel.

A real-time communication system is characterized by the fact that it is equally important to deliver in time, as it is to deliver correct data. The literature in the real-time field often discusses two different classes of systems, hard and soft real-time systems. In a hard real-time system, late delivery cannot be tolerated. In contrast, in a soft real-time system a certain low probability of late delivery is tolerated, but leads to performance degradation in terms of the real-time constraints. In our framework we introduce a probabilistic view of the real-time constraints. This means it is no longer meaningful to talk about hard or soft real-time systems. We rather talk about deadline for delivery and the probability of succeeding in delivering correct information before this deadline. We therefore introduce two parameters: deadline \( t_{DL} \) and probability of correct delivery before deadline \( P_d \). They can be viewed as Quality of Service (QoS) parameters of the real-time communication system. It follows that a protocol layer can negotiate the parameters with an underlying layer. The protocol can then accept a request, guaranteeing the delivery based on the given QoS parameters, or reject it. If the request is rejected the application can possibly re-negotiate. One of the objectives of the real-time communication protocol is to maximize the probability that the communication system will be able to accept the transmission request.
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The main idea behind the concept of Deadline Dependent Coding (DDC) [2] is to make the communication protocol deadline dependent. The protocol should also attempt to minimize the bandwidth, the transmitted energy and the time required to successfully deliver the information. The QoS parameters $t_{DL}$ and $P_d$ are mapped onto a retransmission protocol, which plays the role of maximizing the probability of correct delivery before deadline and still being able to reject requests that cannot be handled. The DDC protocol performs a series of transmissions triggered by the retransmission protocol, providing increasingly more information for decoding the closer we come to the deadline. We denote this series of transmissions a transmission suite. Aspects that must be considered are not only static and dynamic channel properties like throughput and error rate, but also multiple access interference (MAI). In a multiple access radio system it is important to limit the interference created by the acting nodes. This is another reason for getting the information delivered with as little use of the communication resources as possible. As the deadline approaches, it becomes increasingly more important to get the information delivered regardless of possible undesirable MAI. As a consequence, increasingly more channel resources are allocated in order to meet the probabilistic requirements for delivery before the deadline.

The DDC scheme differs from existing communication protocols in a number of ways. Most importantly, DDC explicitly uses the deadline to control the transmission suite. There are a number of real-time communication protocols as [3] and [4] that are best effort protocols and consequently do not give any guarantees or explicit predictions on the probability of delivery. Other protocols that are guarantee seeking can thus guarantee hard deadlines [5], but rely on a dependable channel. DDC strives to maximize the probability of correct delivery over an dependable channel. In this paper the concepts of DDC are further developed and new improved methods are used within the scheme.

In order to develop the DDC scheme for real-time communication over a radio channel, we need to define a framework of methodologies and terminology based on communication and coding theory. Consequently, section 2 contains the necessary background in telecommunication theory to provide tools for integrating real-time constraints on a wireless environment. The choice of decoding strategy is also motivated here. Section 3 contains a description of retransmission protocols. The DDC scheme is then analyzed by means of the QoS parameters in section 4 and results obtained by computer simulation are presented. Finally section 5 contains our conclusions.

2. Telecommunication framework

We need to derive notation and concepts that can be used to unite the area of real-time systems with that of telecommunication theory. This telecommunication framework will then be used to map the real-time constraints onto a communication protocol for a digital radio channel.

2.1. System model

The communication system used throughout this work can be described by the block diagram in Figure 1. The information source generates a sequence of information symbols. These symbols are grouped into blocks $k$ symbols long, denoted $u$. The encoder then adds a controlled amount of redundant symbols to each of these blocks, producing a longer $n$-symbol code block, $c$. In the modulator each symbol in the $n$-symbol code block is associated with a corresponding signal waveform, $s_i(t)$, for transmission over the channel. We have used binary phase shift keying (BPSK) modulation [1] throughout this work, not because it is the best possible modulation method, but because it is a commonly used method in many existing hardware platforms. The channel corrupts the signal waveforms in a random manner. A simple and frequently used mathematical model for the communication channel is the additive white Gaussian noise (AWGN) channel [1] which models thermal noise present in all electronic equipment. It adds a Gaussian random noise process $n(t)$ to the transmitted signal $s_i(t)$. At the demodulator the corrupted signal waveforms are reduced to a sequence of numbers, $r$, that represent sufficient statistics for detection of the transmitted symbols. The vector $r$ of observables contains all statistical information relevant for optimal detection of $u$. The sequence of observables is then fed to the decoder, which attempts to reconstruct the original information sequence, $\hat{u}$, using the redundant symbols.

![Figure 1. Block diagram of the communication system.](image)

In many cases the received symbol vector, $r$, is first sent through a two-level quantizer providing the decoder with only digital zeros and ones. When a two-level quantizer is used the decoder is said to make hard decisions and the resulting channel (consisting of the modulator, the AWGN channel, the demodulator and the quantizer) is called a binary symmetric channel, (BSC) [1]. Decisions based directly on the unquantized demodulator output, so-called soft decision decoding, require a more complex decoder.
that can handle continuous or non-binary inputs, but as we shall see, offers a significant performance improvement over hard decision decoding.

2.2. Linear block codes

Block codes introduce controlled amounts of redundancy into a transmitted data stream, enabling the receiver to make more accurate estimates of the transmitted sequence although it is corrupted by noise over the communication channel. The linear block codes used in the DDC scheme are Reed-Solomon (RS) codes [6]. These codes are especially good at handling noise burst, which is a common phenomenon in a wireless communication system due to fading. Reed-Solomon codes are also maximum-distance codes; i.e. Its code words are at maximum achievable symbol distance from each other for a given number of information symbols and a fixed block length. This distance between the code words has a direct influence on the performance of the code.

The information data stream is divided into blocks of \( k \) symbols, \( u=[u_1,u_2,\ldots,u_k] \), where each symbol takes values from the Galois field, GF\((q)\) [6]. Such symbols are \( q \)-ary, representing \( \log_2(q) \) bits each. Each message block of \( k \) symbols is then encoded, generating a code word of \( n \) symbols \( c=[c_1,c_2,\ldots,c_n] \), where \( n>k \), each symbol again taking values from GF\((q)\). Consequently, the total amount of redundancy introduced is \( r=n-k \). Reed-Solomon codes have a minimum distance between the code words of \( d_{\text{min}}=n-k+1 \). Each \((n,k)\) block code, \( C \), can be described by a generator matrix \( G \), which when multiplied by the information symbol block, \( u \), produces a code word, \( c \), according to \( c=u \cdot G \) where \( \cdot \) denotes multiplication using Galois field arithmetic [6]. Associated with each \((n,k)\) block code is also a parity check matrix \( H \), which when multiplied with a valid code word, \( c \), returns the all zero vector as \( c \cdot H^T=0 \).

The Reed-Solomon (RS) code word symbols are always \( q \)-ary, where \( q \geq 2 \). Before they can be transmitted onto the channel they have to be modulated, here by using a binary phase shift keying (BPSK) modulation technique. This means that the \( q \)-ary code word symbols are translated into a sequence of \( \log_2(q) \) binary channel symbols before transmission. At the receiver, the channel symbols are demodulated and can then be translated back to \( q \)-ary code word symbols. The notation RS\((7,3)\) implies a Reed-Solomon code with three information symbols that are coded into a code block of seven symbols. The symbols in this work are defined over GF\((8)\) which means that \( q=8 \) and there are consequently eight different symbols available. Each octal code symbol is thus translated into three binary channel symbols for modulation.

2.3. Maximum likelihood decoding

Assume that the decoder has received a vector \( r \). The optimum decoder will then select the code sequence that minimizes the probability of error, more precisely we want the decoder to select the sequence \( \hat{c}=c_k \) iff [1]:

\[
P[c_i \mid r] > P[c_j \mid r]; \quad \forall i \neq k
\]

This is known as the maximum a posteriori probability (MAP) criterion. From Bayes rule [1] we get:

\[
P(c_i \mid r) = \frac{P(r \mid c_i)P(c_i)}{P(r)}
\]

Since \( P(r) \) is independent of \( i \) it has no impact on the decoding procedure and can thus be ignored. In case the a priori probabilities \( P(c_i) \) can be assumed to be equal for all \( i \), the MAP criterion simplifies to the maximum likelihood (ML) criterion and the optimum receiver then sets \( \hat{c}=c_k \) iff:

\[
p_i(r \mid c = c_i) > p_j(r \mid c = c_j); \quad \forall i \neq k
\]

The AWGN channel where \( r = c + n \) yields:

\[
p_r(r \mid c = c_i) = p_u(r - c_i \mid r = c_i) =
\]

\[
p_u(r - c_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(r-c_i)^2}{2\sigma^2}}
\]

Consequently the optimum ML receiver will set \( \hat{c}=c_k \) iff:

\[
|r-c_k| < |r-c_i|^2,
\]

where

\[
|r-c_k|^2 = \sum_{j=1}^{n} (r_j - c_{k,j})^2.
\]

The expression in (6) is called the squared Euclidean distance. A decoder that calculates the squared Euclidean distance for a sequence transmitted over an AWGN channel is called a maximum-likelihood sequence detector (MLSD) for the AWGN channel. If hard decisions are made on \( r \) prior to decoding by means of a two-level quantizer, then the decoder experiences a BSC. In this case a MLSD for the BSC will instead select \( \hat{c}=c_k \) iff [1]:

\[
p_r(r' \mid c = c_k) > p_r(r' \mid c = c_i); \quad \forall i \neq k
\]

where \( r' \) is the received sequence delivered to the decoder according to Figure 2. The BSC changes a binary "0" to a binary "1" with probability \( p \). This so-called cross-over probability \( p \) can easily be determined for a two-level quantized AWGN channel using a probability density function similar to that of equation (4), [1]. Whenever \( r' \) differs from \( c_i \) in \( d_i \) coordinates:

\[
P[r' \mid c_i] = p^d q^{N-d_i} = q^N \left( \frac{p}{q} \right)^d ; \quad q \neq 1 - p
\]

where \( N \) is the number of components in \( r \). The quantity \( d_i \) is known as the Hamming distance between \( r' \) and \( c_i \), which is the number of positions in which two vectors differ.

\[
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The states in the trellis are grouped into different sets. The states in set $i$, denoted $\Sigma_i$, are said to be at depth $i$. A branch in the $i$-th section of the trellis connects a particular state $S_{i-1} \in \Sigma_{i-1}$ to a particular state $S_i \in \Sigma_i$ and is labeled with the corresponding code bit $c$ that represents the encoder output at the interval from time $(i-1)$ to time $i$. Each branch represents a state transition. The branches diverging from the same state have different labels, representing different code symbols. Each path from the initial state $S_0$ to the final state $S_r$ is thus a code word in $C$.

The concept of trellises was first used to decode convolutional codes [6] and the fact that block codes can be interpreted as trellises was first described in [8] and later in [9]. The complexity of a decoding algorithm operating on the code trellis is dependent on the number of states and the number of branches. A trellis for an $(n,k)$ block code defined over GF$(q)$ and constructed from the generator matrix $G$ will have at most $q^k$ states at any time interval, while a trellis constructed from the parity check matrix $H$ of the block code will have at most $q^{n-k}$ states. Consequently, to reduce decoding complexity a code trellis is constructed from the $H$ matrix whenever the number of redundant symbols are less than the number of information symbols, otherwise the $G$ matrix is used.

The construction of a code trellis makes it possible to implement maximum likelihood sequence detection (MLSD) with manageable complexity. We simply search through the trellis looking for the maximum-likelihood sequence. However, we do not have to consider all $q^n$ possible code sequences. We can use the Viterbi algorithm [10] to eliminate certain paths that merge in the same state in the trellis with another more likely path. For each branch in the trellis we compute the corresponding branch metric. For the BSC the branch metric corresponds to the Hamming distance between the received symbol and the channel noise.

Figure 4 shows computer simulated results of MLSD using the Viterbi algorithm for two different channels, BSC and AWGN. Two different Reed-Solomon codes are also compared, RS$(7,5)$ and RS$(7,3)$. The code trellis for RS$(7,5)$, having $(k>n-k)$, is constructed from the $H$ matrix whereas the code trellis for RS$(7,3)$ is based on $G$. The code word blocks are transmitted using BPSK over an AWGN channel. The information bit error rate is plotted as a function of $Eb/N0$, where $Eb$ is the energy used per information bit and $N0$ the one-sided spectral density of the channel noise.

As a reference the uncoded case is also plotted in Figure 4.
We can see from Figure 4 that we gain more by using soft decision decoding (unquantized signal) of RS(7,5) compared to hard decisions, than by changing to the RS(7,3) code even though the latter code contains more redundant symbols, i.e. it has a lower code rate. This is of particular interest in a real-time system, as more time is required to transmit a longer code block, which results in a reduced throughput.

3. Hybrid automatic repeat request

When data is transmitted in packets an Automatic Repeat reQuest (ARQ) scheme [11] can be used. Whenever a packet arrives, the receiver may choose not to accept the packet, but instead request a retransmission through a feedback channel. To determine whether a retransmission should be requested or not the receiver checks the quality of the received packet, usually this is done by means of an error detecting code, like a cyclic redundancy check code (CRC). This two-way communication goes on until the receiver obtains a packet that is considered reliable. If the packet is accepted, an acknowledgement message is sent.

A hybrid ARQ (HARQ) scheme, first suggested in [12], uses an error control code in conjunction with the retransmission scheme. Consequently, it tries to decode the received code word first and only requests a retransmission if the uncertainty of the decoding decision is considered too high, i.e. if the detection is below a certain reliability threshold. Hard decision decoding of Reed-Solomon codes applied in a HARQ scheme is considered in [13] for fading channels.

There are different methods of determining whether the reliability of the decoding decision is too low and hence different methods of demanding a retransmission. The choice of method highly affects the character of the retransmission scheme. In a non-ARQ scheme, after decoding a packet we either succeed, \( P_d \), or the received packet is interpreted as another valid code word, resulting in a block error, \( P_e \). These probabilities are related as:

\[
P_e + P_d = 1
\]

In a HARQ scheme, we choose not to accept the decoded packet if the reliability of the decoding decision is too low, and instead request a retransmission. This results in a certain probability of retransmission, here denoted \( P_{\text{ret}} \). If \( P_{\text{ret}} \) is increased consequently \( P_e \) and \( P_d \) is reduced, as:

\[
P_e^i + P_{\text{ret}}^i + P_d^i = 1,
\]

where \( i \) represent the \( i \)th retransmission. Even though we desire \( P_e \) to be minimized, a large \( P_{\text{ret}} \) will result in numerous retransmissions, yielding a very slowly increasing \( P_d \) and a low throughput, see Figure 5.

![Figure 5](image.png)

Figure 5. The different probabilities involved in a retransmission scheme.

In this paper we will use the concept of bounded distance to determine the reliability of the decoding decision. A bounded distance decoder [6] will select the code word closest in Hamming distance to the received word if and only if that distance is less than a certain bounded distance, typically \((d_{\text{min}}-1)/2\). If there is no code word within the bounded distance a decoder failure is declared and consequently a retransmission can be requested. A bounded distance decoder will make an error whenever the received word is within the bounded distance of a code word different from the one which was sent, see Figure 6. The DDC-protocol was analyzed by the authors in [2], using the bounded distance decoder based on hard decisions (i.e. a two-level quantizer).

![Figure 6](image.png)

Figure 6. Bounded Distance Decoding. In the centre of each sphere is a valid code word.

We will use the bounded distance concept and hence request a retransmission whenever the received packet is at a Hamming distance greater than \((d_{\text{min}}-1)/2\) from the code word selected by the detector. This retransmission strategy...
is used for the MLSD for both the BSC and the AWGN channel in order to make a reasonable comparison between the two channel types in a hybrid ARQ scheme.

There are also different ways of using the information in the previously received packets, i.e. different packet combining techniques, in order to improve performance. The retransmission scheme described in [2] uses a bitwise majority voting procedure whenever three or more packets have been received. There are, however, other methods that yield better performance for soft decisions. If the branch metric used in the trellis for a newly received packet, \(r_2\), is added to the corresponding branch metric of a previously received packet, \(r_1\), a mean of the current and previous package is obtained as:

\[ |r_1 - c_i|^2 + |r_2 - c_i|^2 = |(r_1 + r_2) - c_i|^2 \]  

The expression in (11) is known as equal gain combining, [14] [15]. A packet combining strategy based on code word by code word combining is referred to as a code combining method and was first considered in [16] for ARQ-protocols. A code symbol by code symbol combining method is called diversity combining and different varieties of this method is considered in the literature, for example in [17]. In the computer simulations presented below, we use the equal gain combining method to take advantage of the information in previous packets for the AWGN channel. The bitwise majority voting method is used for the BSC case.

3.1. Computer simulations

We have again used BPSK modulation over the AWGN channel and the BSC and plotted the information bit error rate as a function of \(E_b/N_0\). The RS(7,3) using a bounded distance retransmission criterion of \((d_{\text{min}}-1)/2\) over the AWGN channel is plotted in Figure 7 and over the BSC in Figure 8. For simplicity, we have assumed an error free feedback channel for both the AWGN channel case and BSC case. Three scenarios are plotted. In the first only one transmission is allowed. In the second, one retransmission can be made when requested for, but after that the packet is accepted. In the third, a maximum of two retransmissions is made and consequently the same packet is transmitted at most three times. Thereafter the packet is accepted unconditionally.

In the AWGN case the information from each previous packet is taken into account by equal gain combining before the decoding procedure takes place. In contrast, the detector for the BSC performs a bit-wise majority voting procedure among the rejected copies as soon as it has received at least three packets. This is why the MLSD for the BSC gains more from the third transmission than from the second.

When a packet is considered to be unreliable by the retransmission scheme it is not accepted and consequently no errors are made at this time. Instead a retransmission is made and a new decoding procedure takes place, but this time with more information available. If accepted, this newly decoded packet is less likely to contain errors than the one available after the first transmission. This is why the information bit error rate is reduced when retransmissions are allowed. Obviously, the decoding strategy still influences the procedure and soft decision decoding on the unquantized signal is still superior to hard decision decoding.

![Figure 7. The information bit error rate using a bounded distance retransmission criteria for RS(7,3) over the AWGN channel.](image1)

![Figure 8. The information bit error rate using a bounded distance retransmission criteria for RS(7,3) over the BSC channel.](image2)

We can see from the figures that the curves allowing a third transmission tend towards the ones allowing only two transmissions as \(E_b/N_0\) increases. This is due to the fact that the higher the \(E_b/N_0\), the need for another retransmission is smaller and hence also the gain from it.
It should be noted that each retransmission actually increases the total energy spent for transmission of a single information bit. This is because of the fact that the information bits in the second packet serves as redundant information for the information bits in the first packet, thus the rate of the code is actually increased. In the simulations in Figure 7 and Figure 8 the information bit error rate is plotted as a function of the information bit energy-to-noise ratio $E_b/N_0$, but with reference to the same code rate, hence the increased information bit energy has not been compensated for. The information bits for each retransmission is regarded as independent of each other in terms of the consecutive energy used.

4. The DDC scheme based on the QoS parameters

Deadline Dependent Coding (DDC) [2] is a communication scheme that strives to meet the real-time demands on deadline, here denoted ($t_{DL}$) and probability of a correct delivery before the deadline ($P_d$), while keeping the utilization factor of the network as low as possible. As the name DDC implies, the message to be transmitted is coded differently depending on the deadline and the requested probability of correct delivery. The code rate and the number of retransmissions allowed are thus determined by the requested $t_{DL}$ and $P_d$. In the beginning of the time window, Figure 9, a high rate coded message, i.e. with few redundant bits, is transmitted. If the message received is considered too uncertain and the receiver does not succeed in decoding it with sufficient reliability, a retransmission made. This procedure will be repeated until the requested level of $P_d$ has been achieved. Even though our retransmission mechanism might tell us that we need another retransmission, we choose to ignore that fact if the required level of $P_d$ has already been achieved and instead deliver the current result in order to meet the deadline. It should be noted that once a request has been accepted by the protocol the probability of delivering a packet, with the required QoS parameters $P_d$ and $t_{DL}$, is guaranteed to hold.

If we assume that we transmit the RS-codes using BPSK over an AWGN-channel the probability of correct delivery before deadline, $P_d$, can be plotted as a function of time. We assume again an error free feedback channel and we do not take into account the time to decode a packet. Even though the trellis based decoding algorithms are faster in our simulation environment there exists very fast non-trellis based algebraic decoders and hence these aspects will not be considered in this paper. In Figure 10 and Figure 11, $P_d$ is plotted as a function of time for RS(7,3) over the AWGN channel and the BSC. In the AWGN case the information from each previous packet is taken into account by equal gain combining before decoding. The detector for the BSC performs a bit-wise majority voting procedure among the rejected copies as soon as it has received at least three packets.

Figure 9. The Deadline Dependent Coding (DDC) Transmission Suite.

The application designer states the probability of correct delivery together with the deadline as requirements. The communication mechanism then transforms this request into appropriate actions in the protocol, e.g. number of retransmissions allowed and required code rate. If the transform can be made, the request is accepted, guaranteeing the delivery based on the given QoS parameters. The DDC scheme was analyzed by the authors using hard decision decoding (i.e. BSC) in [2].

Figure 10. $P_d$ plotted as a function of time for RS(7,3) over different channels. ($E_b/N_0=5\text{dB}$)

Figure 11. Enlargement of Figure 10.
The area above the required level of $P_d$ and before deadline we refer to as the *acceptance area*. In this area we can keep a message even though it is considered unreliable by the chosen retransmission mechanism. Consequently we do not have to do any more retransmissions because we have already reached the level of $P_d$, required by the application. The QoS parameters determine the location of the QoS point as seen in Figure 10 and hence the acceptance area. A deadline, $t_{DL}$, and a required level of $P_d$ are also plotted in Figure 10 as examples to illustrate the acceptance area and the QoS point. $P_d$ is typically: $P_d - \epsilon = 1$, where $\epsilon$ is a very small number. If we transmit, for example, 1 Mbps and assume that the acknowledge message requires a maximum of 7 bits, then 1 time unit in Figure 10 and Figure 11 equals 28 $\mu$s (the RS(7,3) using BPSK consists of 21 bits and the acknowledge of 7 bits).

We see that the function has a staircase characteristic. The length of a step in the staircase depends on the packet length, i.e., the longer the code word, the wider the step. The height of each step is dependent on the amount of redundancy, i.e., the code rate, the decoding strategy and the retransmission criterion. Increased redundancy results in a higher step. If a low rate code is used, the throughput will be lower, but we have an opportunity to reach a higher value of $P_d$ after a series of retransmissions. Soft decision decoding yields a lower bit error rate on the accepted packets, which of course will increase the height of a step in a higher step. If a low rate code is used, the throughput will be reduced. As can be seen in Figure 11 the AWGN channel case is actually inferior to the BSC case even though it has a lower bit error rate. This has to do with the retransmission criterion. The BSC has accepted more packets after the first transmission and consequently has more correct packets, but also more bit errors. The bit errors are only visible in this figure as the small gap that prevents us from reaching $P_d = 1$. A smaller amount of packets has been accepted for the AWGN channel case and hence a smaller amount of packets are correct. After the second and third transmission the AWGN channel case is superior again.

A series of small steps may be advantageous in many application compared to one large step, because at every step there is an increased probability that the packet is correct and retransmissions will cease. Also, a slight synchronization problem could result in the large step being taken just after the deadline. We typically want a new step just before the deadline - not directly after.

5. Conclusions

We have put forward a framework for transmitting real-time data over a radio channel based on the Quality of Service parameters deadline ($t_{DL}$) and probability for correct delivery before deadline ($P_d$). Initial studies show a high probability of delivering the correct data before deadline. We use a set of tools for handling information, such as, trellis representation of linear block codes, maximum-likelihood sequence detection, the Viterbi algorithm, hybrid ARQ and packet combining techniques. These methods are used in conjunction with the deadline dependent coding (DDC) scheme in order to maximize the probability of delivering a message before a given deadline. The required deadline and probability of correct delivery can be negotiated by the application, thus forming a flexible transmission mechanism. We believe that DDC is a way of making it possible to use radio channels in time- and safety critical applications.
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