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Abstract

Wireless sensors nodes are made up of small ehéctoevices which are capable of
sensing, computing and transmitting data from hapslysical environments like a
surveillance field. These sensor nodes majorly depmn batteries for energy, which get
depleted at a faster rate because of the compatatid communication operations they
have to perform. Communication protocols can bégdesl to make efficient utilization of
energy resources of a sensor node and to obtditimeafunctionality. A set of previously
reported routing and MAC (Medium Access Controlyela protocols has abilities to
achieve energy efficiency and supports real-timectionality. A detailed study of these
protocols has been carried out and comparisondapiee an overview of the protocol’s
performance on some factors like latency, scalgbdnd energy awareness. Conclusions
have been drawn using the comparison table parasnatéow the protocol performs when
utilized for a surveillance application and whatdiof tradeoff they show.

The conclusions and tabular information drawn heme= from our theoretical analysis of
protocols referred from journals; there is no satioh work done in this thesis.
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1. Introduction

Advances in wireless communication made it posdibleevelop wireless sensor networks
(WSN) consisting of small devices, which colledormation by cooperating with each other.
These small sensing devices are called nodes amsistaof CPU (for data processing),
memory (for data storage), battery (for energy) &madsceiver (for receiving and sending
signals or data from one node to another). The sizeeach sensor node varies with
applications. For example, in some military or sulfance applications it might be
microscopically small. Its cost depends on its pesiers like memory size, processing speed
and battery [1].

Today, wireless sensor networks are widely usetiencommercial and industrial areas such

as for e.g. environmental monitoring, habitat momiig, healthcare, process monitoring and

surveillance. For example, in a military area, \ae ase wireless sensor networks to monitor
an activity. If an event is triggered, these semsmtes sense it and send the information to the
base station (called sink) by communicating witheothodes.

The use of wireless sensor networks is increasatygog day and at the same time it faces the
problem of energy constraints in terms of limiteattery lifetime. As each node depends on
energy for its activities, this has become a migsue in wireless sensor networks. The failure
of one node can interrupt the entire system oriegigbn. Every sensing node can be in active
(for receiving and transmission activities), idladasleep modes. In active mode nodes
consume energy when receiving or transmitting datalle mode, the nodes consume almost
the same amount of energy as in active mode, whitdeep mode, the nodes shutdown the
radio to save the energy.

The following steps can be taken to save energgethby communication in wireless sensor
networks [2].

* To schedule the state of the nodes (i.e. transmjtteceiving, idle or sleep).
* Changing the transmission range between the seneuhes.

» Using efficient routing and data collecting methods

* Avoiding the handling of unwanted data as in theeaaf overhearing.

In WSNs the only source of life for the nodes is Hattery. Communicating with other nodes
or sensing activities consumes a lot of energy rocgssing the data and transmitting the
collected data to the sink. In many cases (e.g.edlance applications), it is undesirable to

replace the batteries that are depleted or dranfiezhergy. Many researchers are therefore
trying to find power-aware protocols for wirelesnsor networks in order to overcome such
energy efficiency problems as those stated above.

All the protocols that are designed and implememed/SNs should provide some real-time
support as they are applied in areas where datensed, processed and transmitted based on
an event that leads to an immediate action. A padts said to have real-time support if and
only if it is fast and reliable in its reactionsttee changes prevailing in the network. It should
provide redundant data to the base station orwsinkg the data that is collected among all the
sensing nodes in the network. The delay in trarsomsof data to the sink from the sensing
nodes should be short, which leads to a fast respon
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2. Problem Statement

The purpose of this project is to find protocolatthre energy efficient and support real-time
traffic for environments like habitat monitoring area surveillance. Wireless sensor nodes
which are battery operated are used for detectmpcallecting information from the areas
where there is very little scope for manual hargllia recharge or change batteries. These
sensing nodes collect the information and pass therto the network towards the sink for
further actions. For a better functioning and agkmlifetime for a sensing node within the
network, we need to consider its energy consumgattoa major factor of concern.

Unfortunately there is no in depth study carriedl iauthis area, but many authors have made
individual contributions towards this field restmgy their work towards finding out suitable
routing protocols that are used for a specific sillance application. Here these node detect
and collects information regarding any object teahoving or any event that’s triggered. The
network carrying this information uses an ordinamptocol stack which carries out the
general process of transmission without any corsciEnnenergy efficiency factor.

The Following are the assumptions for the survedéa applications in wireless sensor
networks which are used as a frame of referenteifurther study [4].

* Wireless sensor networks consist of a number ofisgmodes which are distributed
in a wide area. They sense an event occurringenretivironment and these sensing
nodes are distributed or placed according to thairements of the application.

* The base station (sink), which collects data fraimeo nodes, interacts with a user
(someone interested in monitoring the activity)tdbean be collected in many ways
from a sensing node to a sink node like using hagppechniques or transmitting data
at certain frequencies. Sinks have more advaneddriss than sensing nodes in terms
of data transmissions and processing capabilitresnory size and energy reserves.
There can be multiple sinks for a network so thaté is no single point of failure.

* Energy dissipation is a major factor in WSNs dummegnmunication among the nodes.
Energy should be saved, so that the batteries tigataepleted or drained quickly as
these are not easily replaceable in applicationk as surveillance.

* Quality of service ensures the effective commuiocatvithin the given or bounded
delay time. Protocols should check for network istsib redundant data should be
transmitted over the network for any type of t@flistribution. It also needs to
maintain certain resource limiting factors, suclbasdwidth, memory buffer size and
processing capabilities.

* The transmission mode plays an important role inNd/SNodes can take single-hop
or multi-hop depending upon the type of networkology chosen for communicating
or transmitting data to other nodes within the ot

* The sensor nodes can be mobile or static depemwdinige application.

* In surveillance applications, sensor nodes areeplac unattended areas so it should
be self-organizing and self-creating.

In a wireless sensor network there are two typesprofocols used to carry out the
communication process between the nodes, so tlegt ¢hn transfer the collected data
towards the sink. Routing protocols and Medium Asc€ontrol (MAC) protocols are used.
The basic communication types considered sendgerdata or event-driven data to the base
station or to the sink. The other major type extalata from a particular location or specific
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nodes or set of nodes (region); here there is aingent of multicasting and broadcasting
capabilities. Routing protocols fulfil these regunrents along with energy conservation and
focus on Quality of Service (QoS) factors.

The MAC layer is a sub-layer of the data-link layér provides efficient usage of the
communication channel so that nodes can accesshtdreel without collision. It helps the
node to access the channel for data transmissioen MAC protocol plays an important role
in energy saving, throughput, QoS and minimum delay

A study is carried to find out the best protocdiattsuits for a given network topology, and
also to evaluate them depending upon their trarssoms communication and energy
utilization factors. A survey of routing protocadéd MAC protocols provides information
about which protocols that are especially suitdbitesurveillance applications, both in terms
of real-time requirements and energy efficiency.

Before going into the detailed study of routing &MAC protocols, a brief description of all
the factors that affect the working of these protscare studied. Depending upon these
factors we draw conclusions about the protocolstianing. The performance of wireless
sensor networks is based on the following fact8}s [

Latency: Latency is defined by how much time a node takesdnse, or monitor and
communicate the activity. It also depends on thegliegtion at hand. Sensor nodes collect
information, process it and send it to the desmati_atency in a network is calculated based
on these activities as well as how much time ametakes to forward the data in heavy load
traffic or in a low density network.

Scalability: Scalability is an important factor in wireless sennetworks. A network area is

not always static, it changes depending upon tlee tequirements. All the nodes in the
network area must be scalable or able to adjushsblves to the changes in the network
structure depending upon the user [4].

Energy Awareness:Every node uses some energy for activities likesisgp processing,
storage and transmission. A node in the networlulsh&now how much energy will be
utilized to perform a new task that is submittées amount of energy that is dissipated can
vary from high, moderate to low depending upontsipe of functionality or activity it has to
perform.

Node Processing Time refers tthe time taken by the node in the network for @ening all
the operation starting from the sensing activityptocessing the data or storing data within
the buffers and transmitting or receiving it ovee hetwork.

Transmission SchemeSensor nodes which collect the data transmit théosink or the base
station either using the flat or in multi hop rawgfischemes.

Network Power Usage:All the sensor nodes in the network use a certaiauat of network
power which helps them to perform certain actigitike sensing or processing or even
forming groups within the network area. The amoohinergy or power utilized by the
sensor nodes or a group of sensors within the mktisc&known as network power usage.
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Contention Based or Contention free Protocols

MAC protocols are divided into two groups contentltased and contention-free. In the
contention-based group, the protocol allows thetiplal nodes to access the single channel.
Each node has to sense the medium before sendingath. Collision can occur frequently,

and retransmission is required. IN contention-fsesgocols, on the other hand, the channel is
divided into time slots. Each node uses the tiroetsl send the data. It provides collision free
communication because each node knows in advaroce Hie time slots.

Synchronization: When sensors nodes in a network ensure that thevieg end can
recognize the data that is transmitted at the aghdrin the exact order it is sent, this is known
as synchronization between two nodes where the @ibdata and receiving is done at the
same rateThenode needs to have same notion of time in ordgottw sleep and wake up at
the same time.

Control Packet: A packet which is sent before the transmission betwtwo nodes is known

as control packet. Control packet contains the rerndb data bits sent, the address of the
destination node and certain flags which can awoltisions during transmission.
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3. Routing Protocols for WSN Networks

Routing protocols have a large scope of researek when implemented in a WSN, because
the functioning of these protocols depends uponytghe of network structure designed for the
application or the network operations carried osing these protocols for a specific
application model. Figure 1 shows the protocolsifastion or routing taxonomy for routing
protocols which are further sub-divided into subgaties. A brief introduction of each
category is given below [7].

3.1 Structure Based Routing Protocols

Routing protocols are divided into structure-basedting protocols, which are in turn
classified as flat routing, hierarchical routingldacation-based routing. The protocols which
fall under these categories work with respect ®odbsign constraints given for the network
structure or area.

3.1.1 Flat Routing

This is a routing technique in which all the sensodes play the same roles, such as
collecting data and communicating with the sing&, all the data collected in the remote area
can be same or duplicated as all the sensor noodsinvthe same way [7].

Routing Protocols in WSN

— |

Protocols with Network Structure Protocol Operation
|
| |
Flat Hierarchial Location Negotitaion Mul-Path Query QoS Coherent Fi g:-
Networks Network Based Lo Based Based Bazed Baszed R ]t-
Routing Routing Routing Routing Routing Routing Routing Routing ?nug
Prot
ocols

in Wireless Sensor Networks: Taxonomy

3.1.2 Hierarchical Routing

In this routing technique all the routing sensorshie network are clustered and a cluster head
collects and aggregates the data and checks fondadcy of the data that is collected before
it is sent to the sink. This saves communicatiod processing work and also saves energy

[71.

3.1.3 Location-based Routing

In location-based routing, all the sensor nodes addressed by using their locations.
Depending upon the strength of the incoming signalis possible to calculate the nearest
neighbouring node’s distance. Due to obstaclesha network often the signal strength
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becomes weaker and nodes find it difficulty in fmgithe nearest neighbour nodes, SMECN
performs well in such situations also by creatingparse graph of the network nodes before
transmitting to the next node. All the nodes in tiledwork exchange this data in order to
know about neighbouring nodes. This is useful fammunicating and transferring
information. As energy is the major factor of camcén routing protocols, location-based
schemes demand that nodes should change theifrstiat@ctive to sleep mode when there is
no activity. The more nodes in sleep mode, the nerergy is saved. There are many
location-based schemes of which GAF (Geographic pfida Fidelity) and GEAR
(Geographic and Energy aware Routing) are two elasnp

3.2 Protocol Operation Based Routing Protocols

Routing protocols taxonomy has another basic aqbitant classification, namely operation-
based routing protocols, which is in turn divideatoi multi-path based, query-based,
negotiation-based, quality-of-service &) based and coherent-based routing protocols. The
protocols which come under this classification wa@&cording to the network-structure
operation, or the way the structure needs the potdato work depending upon the sudden
changes it undergoes.

3.2.1 Multi path-based

These protocols are efficient in handling multipleths. Nodes send the collected data on
multiple paths rather than using a single path. Tél@bility and fault tolerance of the
network increases as there is, as long as it isilples an alternative path when the primary
path fails.

3.2.2 Query-based

Query-based routing propagates the use of quessegd by the base station. The base station
sends queries requesting for certain informatiomfthe nodes in the network. A node, which
is responsible for sensing and collecting datajsehese queries and if there is a match with
the data requested in the query it starts sendiagdata to the requested node or the base
station (here). This process is known as Directdtifon [6] where the base station sends
interest messages on to the network. These intaressages, which move in the network,
create a path while passing through all the semsdes. Any sensor node, which has the data
suitable to the interest message, sends collectiedadlong with the interest message towards
the base station. Thus, less energy is consumedaadggregation is performed on a route.

3.2.3 Negotiation-based

These protocols use high-level descriptors coddtgh level so as to eliminate the redundant
data transmissions. Flooding is used to dissemutati#, due to the fact that flooding data are
overlapped and collisions occur during transmissidfodes receive duplicate copies of data
during transmission. The same data content is@egtchanged again and again between the
same set of nodes, and a lot of energy is utiltheting this process. Negotiation protocols
like SPIN [15] are used to suppress duplicate madron and prevent redundant data from
being sent to the next neighboring nodes or tow#rdsbase station by performing several
negotiation messages on the real data that hastratsmitted3].
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3.2.4 Quality of Service (QoS)-based

In this type of routing protocol, both quality aedergy have to be maintained within the
network. Whenever a sink requests for data from gbesed nodes in the network, the
transmission has to satisfy certain quality-of-gervparameters, such as, for example,
bounded latency (data has to be sent as soonsasehsed without delaying any further) and
bandwidth consumed. Sequential Assignment Rou8#R() [26] is one of the first routing
protocols that use the notion of QoS in routingislens. Routing decision in SAR depends
on three factors: energy consumption within thevoet by the sink and the nodes, QoS of
each path in the network, and priority level offepacket sent [8].

3.2.5 Coherent-based

In a WSN, the sensor nodes collect data and setalthe nearest neighbours or the sink
within the network. In this process, the processihthe collected data is the most important
event. There are two types of data-processing tgeoha followed within the network
structure: coherent and non-coherent data proagessised routing. All the nodes within the
network collect the data and process it before isgntb the next nearest node for further
processing. This technique is called non-coheraa ghrocess routing and the nodes that
perform further processing on the data are callggrepators. In coherent routing, after
minimum processing, the data is forwarded to thgregators. This minimum processing
includes functions like time stamping or duplicatgppression. This technique is energy
efficient as all the processing is done by the spadich reduces the total time and energy
consumption [8].

3.3 Additional Classifications

Protocols are further classified as proactive, reacand hybrid, depending on the type of
communication routes processed within the networkdfata transmission from the source to
sink.

In Proactive routing protocolsall the paths are calculated before the sink makesitiation

to communicate with the nodes in the network, wlerénReactive routing protocols the
path values are calculated only when required. \Whena sink wants to contact a particular
node, the path values are calculated and the b#sigselected for data transmission.

Hybrid routing protocols, as the name suggests, is a combination of bothcpve and
reactive protocols, which decides whether to cakbeuthe path from the sink to the source,
depending on the type of communication. Generallyijs suggested that table-driven
(proactive) routing protocols are better when wasoder the nodes as static. The reason is
that a lot of energy can be saved compared toiveasiuting protocols that depend on the
discovery of the best route path for data trandomnsdn proactive routing it is not necessary
to search for the nearest neighbours for every lnegtwhen data is transmitted.
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4. Detailed Study of Routing Protocols

Routing protocols are divided into many categoliles structure-based routing protocols and
operation-based routing protocols. All these sybra like flat routing, location-based, multi-
path-based, query-based and negotiation-based camey the classes like hierarchical-
based routing, data-centric routing, location-basmating and network flow — quality-of-
service based routing protocols.

4.1 LEACH (Low Energy Adaptive Clustering Hierarchical)

The current interest in wireless sensor networlsslé@ to the emergence of many application
oriented protocols of which LEACH is the most asmrand widely used protocol [9].
LEACH can be described as a combination of a disised architecture and multi-hop
routing. The term cluster-based can be explainethbyfact that sensors using the LEACH
protocol functions are based on cluster heads lrstiec members. Multi-hop routing is used
for inter-cluster communication with cluster heaalsd base stations. Simulation results
shown in [12] that multi-hop routing consumes lessergy when compared to direct
transmission.

We have stated that wireless sensors sense dgtagate them and then send data to the base
station from a remote area using the radio trarsonsscheme as communication medium.
Data which is collected by the sensors is senhéodbiase station. During this process a lot of
problematic issues occur, such as data collisiahthe data aggregation. LEACH is well-
suited to reduce the data aggregation issues wsitagal data fusion which performs a
compression of the amount of data that is collebtethe cluster head before it sends it to the
base station. All sensors form a self-organizeo by sharing the role of a cluster head at
least once. Cluster head is majorly responsibleséding the data that is collected by the
sensors to the base station. It tries to balaneestiergy dissipation within the network and
enhances the network’s life time by improving tifie time of the sensors [10].

The operations that are carried out in the LEAC#tqrol are divided into two stages, the set-
up phase and the steady-state phase.

Set-up Phase

In the set up phase, all the sensors within a mitwooup themselves into some cluster

regions by communicating with each other througbrtsimessages. At a point of time one

sensor in the network acts as a cluster head amtt$ short messages within the network to all
the other remaining sensors. The sensors choogantdhose groups or regions that are

formed by the cluster heads, depending upon theakgjrength of the messages sent by the
cluster heads. Sensors interested in joining acpdat cluster head or region respond back to
the cluster heads by sending a response signalaitaty their acceptance to join. Thus the

set-up phase completes [12].

The cluster head can decide the optimal numbeluster members it can handle or requires.
Before it enters the steady-state phase, certaanpeers are considered, such as the network
topology and the relative costs of computation wethe communication. A TDMA Schedule

is applied to all the members of the cluster grtmgend messages to the cluster head, and
then to the cluster head towards the base std&igare 2 below shows two phases of a sensor
in a LEACH protocol: all the sensors form as clustembers to the cluster heads and in the
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second phase cluster heads perform the transmisdiatata to the sink in a multi-hop
structure. A direct transmission scheme is alsovshoelow

Base Station

Multi-hop Routing

Direct Transmission

\ Group-TI
# L @
* &

. 9 & #

Group-I &

. &
T & @

&#
50
&

Group-T # 3 2

@ Clugter Heads

¢  Cluster Members

Fig:2 LEACH operation showing set-up, steady statephases using multi-hop, also showing direct
transmission

Steady State Phase

As soon as a cluster head is selected for a reglbthe cluster members of that region send
the collected or sensed data in their allotted TD8lidts to the cluster head. The cluster head
transmits this collected data in a compressed fbtméhe base station which completes the
second phase, called tH&teady State PhaseOnce the steady-state finishes the data
transmission to the sink, the whole process comes tend and a new search for the forming
of cluster heads for a region and new cluster-merdsmation begins. In short, it can be said
that a new set/up phase and steady state staltdhwitend of data transmission done to the
sink. This alternative selection of cluster headiw the region, which is carried among the
sensors in a self-organized way helps in reducirigwering the energy that is utilized.

There is a possibility that all the sensors migbt Ipe too close to the cluster head so the
amount of energy that is utilized by the farthemsse is not equal to the amount of energy
utilized by the nearest node. In order to minintizis, cluster heads formation or the role of
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cluster head is performed by a rotation amonghalrtodes in the group. LEACH minimises
global energy usage by distributing the load of tiedwork to all the nodes or cluster
members at different intervals [12].

All the cluster heads send the data which is ctdbtowards the base station in a compressed
format. All the cluster heads may not be closéholiase station so they send the compressed
data to the neighbouring cluster heads, and in wag, a multi-hop routing network is
formed. LEACH plays a randomised rotation of thesttr head in order to save the high
energy that is dissipated while transmitting datéhe base station. This rotation is observed
within all the sensors so as not to drain the gnerdattery of a single sensor.

Now, let us consider some facts about LEACH whemmared to direct transmission

schemes. If we consider a random network whereethee O or 100 % cluster heads, the
amount of energy dissipated by the cluster headstlagir cluster member is equal to the
energy that is dissipated in a direct communicatidns shows us that if we have an optimal
number of cluster heads in our network that wonksansmitting the collected data from their
respective cluster members, we can possibly aclbetter results by way of saving energy
dissipation.

Let us assume that there are N1 cluster head®indtwork, which maintains perfect energy

balancing within the sensors in the network. If &meount of cluster nodes is less than N1, all
the nodes in the network have to transfer the ctdtkdata at a higher transmission range in
order to reach a particular cluster head. If themee more than N1 cluster heads, the distant
node in the network has to transmit the collectath do the nearest cluster head, which does
not reduce the sustainability [11] [12].

Multiple Clustering

Let us assume that cluster A is sending or shatatg with cluster B. If this transmission
affects the nearby cluster C, the data is eitheupted or destroyed by the interference of the
neighbouring cluster C. In order to reduce thisiegsd EACH has introduced CDMA codes,
i.e. when a node in a group has decided to becochgster head, it chooses a code from the
list of spreading codes on random and announceghin the network and the group. This
helps it in filtering or sorting out the data thatreceived from other groups containing
different spreading codes [12].

Hierarchical Clustering

We have seen that cluster members can randomlydluster heads within the groups as well
as multiple clusters to avoid data collisions us@@MA code techniques. This can be
extended to forming hierarchical clusters. Heredluster heads communicate with the super
cluster heads, i.e. the cluster heads of the abmrarchy and so on, towards the base station.
This simplifies the data transmission process mgdanetworks, which saves a tremendous
amount of energy [12].

Simulations of LEACH are reported in [10], whereAEH is compared to LEACH-C, MTE
routing and static clustering in terms of systefigtiine, energy dissipation, amount of data
transfer, and latency. The test code is provided at
http://www-mtl.mit.edu/research/icsystems/uampsioald.
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Protocol Performance in surveillance applications

LEACH uses cluster-formation using the nodes degdlogn the network to sense data and
forwards it to the base station. As we focus owaellance applications, it is not possible to
accept that LEACH uses a minimum number of nodefonm clusters, i.e. the number of
cluster members required by a cluster head is diontbecause a large number of cluster
members can create overhead or high traffic loatlseasink. In a surveillance application we
cannot ne restricted to a specific number of ndbdashave to sense an area like a war field.
A continuous data-delivery model is opted for byA(®EH to transfer a maximum amount of
data to the sink. If we use LEACH in a habitat-ntorning application like retina scanning,
there is a possibility that the performance is mbetier as the network density is small and
requires only one time-node deployment. These liatb pose low latency and high
scalability with larger network life time. The of&ctor which is ignored in LEACH is the
guality of service. While concentrating on energynservation forming clusters to transfer
data, the QoS factor is kept low which shows that cluster head is failed in transmitting
data there is no other path to resend the lost gatiet. The topology i.e. the structure of
cluster formation changes every time a transmissfatata is completed with the sink or base
station.

4.2 PEGASIS (Power Efficient Gathering in Sensor Iformation Systems)

Wireless sensor nodes sense data and send itlgitedhe base station or they perform a
clustering procedure as in LEACH. LEACH is known fduster formation which contains
cluster members sensing the data and the cluséel Wwhich gathers the data collected in a
fused manner (all the data is sent as a singlegbatk the base station. This procedure has
gained in conserving a lot of energy that wouldeotise be wasted. PEGASIS is an
extension to LEACH; it has better ways of consagvenergy which last even more than using
cluster mechanism in LEACH [12].

If we have nodes in the network which are at sorstadce from the base station, the easiest
and the simplest way of transmitting the sensea@ datthe base station is to transmit it
directly, which may lead to quicker depletion okagy in all the nodes. The nodes at a large
distance away from the base station are depletadkequthan the nodes which are closer to
the base station as they need some extra enengath the farthest base station. Another
approach where energy is consumed in low amourtty ferming cluster heads and cluster
members using the sensor nodes in the networkteZlasembers perform the sensing and
computing the data (Data Fusion) and the clustadfiéransmit the fused data to the base
station. All the nodes in the network take theiamte to act as cluster heads to send the fused
data to the base station; again the farthest clited needs some extra energy to send the
data to the base station.

The key idea in using PEGASIS is that it usestal modes to transmit or receive with its
closest neighbour nodes. This is achieved by ttradtion of a chain as shown in the Figure 3
below. All the nodes which collect the data fusavith the data received by the neighbour
node and transmit it to the next-nearest neighbour.

In this way all the nodes receive and fuse theia,dand pass it to the next neighbour in a
chain format till they all reach the base statiBmery node in the network takes turns as a
leader of the chain and the one responsible t@mnarthe whole fused data collected by the
chain of nodes to the base station [13]
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Fig:-3 Formation of chain using nodes in PEGASIS

In this way the average amount of energy spentday @ode is reduced. Greedy algorithms
are used to see that all nodes are used duringhtia formation. PEGASIS assumes that all
the nodes with varying or low energy levels carcbmpensated in order to to calculate the
energy cost of the transmissions with the remairengrgy they are left with. It is not
necessary that all the nodes need to know its heiging nodes, the base station can
determine the path or form the chain for all nodasall the nodes can determine their
neighbouring nodes by sending a signal. Dependbag the signal strength, the nodes adjust
their signal such that they hear only the neareigthtoours in the network.

From Figure 4 below the operation of PEGASIS isudieunderstood. A greedy algorithm is
applied to form a chain among all the best nodes &ine at a one-hop distance from each
other and to the base station. If the farthest nedelected, it starts transmitting the data. For
example, if node 4 start the chain formation preced it sends the signal to the nodes in the
network to find the nearest neighbour, node 3esngarest, so it transmits the sensed data.

Upon receiving the data from node 4 node 3 sfarting the nearest neighbour by sending
signals and when it finds that node 2 is the ne¢aitdsises its own data with the data received
from node 4 and transmits all this data to nod&@le 2 finds node 1 as the nearest and
transmits the sensed data with the fused datawlitde data is formatted a single packet).
Now node 1 is the nearest node to the base staitoi,acts as a leader and transmits all the
data. Only the first node in the chain have nothimduse except the data it has during the
chain formation, the remaining nodes all have saai@ to append with the received data
from other nodes [13].
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Fig: 4 Flow of Data in PEGASIS forming Chain to rexh BS

This approach will distribute the energy load eyearthong the sensor nodes in the network as
it uses all the nodes of the network to form thairchand perform simple data forwarding
operations. If any node dies in the chain, a neawrcts formed, eliminating the dead nodes.

From the simulation reported in [13], it is clehat PEGASIS improves on LEACH by saving

energy at different stages, such as for examplsteaalmember forming and cluster heads.
Here all the nodes have an equal chance of becaitmnlggader once and transmit data to the
base station in one round. An energy balance isiatad on the nodes in the network which
conserves lot of energy. The amount of nodes tleddring the chain process is reduced
when compared to LEACH for all types of networkesizand topologies. The network

lifetime is increased, as all the nodes activelstigipate and deplete the equal amount of
energy on the whole [13].

A simulation analysis of PEGASIS is reported in][X®mparing it with the LEACH protocol
using different network topologies. Many experina¢ntesults proved that PEGASIS is
supporting longer network lifetime, more balancedergy dissipation and higher
performance.

Protocol Performance in surveillance applications

PEGASIS uses a greedy algorithm to form a chaingudie nodes in the network to transmit
data to the base station; it has no location avem®if the sensor nodes in the network and
looks only for the closest neighbour that it caacte Discovering a new route is difficult if a
node fails, as it has a fixed path every time keefostarts a new route towards the sink for
transmission. Though its approach in conservinggnis better, it lacks in maintaining focus
on quality-of-service factors. For instance, it mainresist uneven traffic distribution for all
those nodes which are not in the single-hop raides to make a multi-hop structure for
adding such nodes.
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4.3 SPIN (Sensor Protocol for Information via. Negiation)

A wireless sensor network consists of many sernbatsare deployed in different regions and
range. Accessing a particular event’'s data fronpexific region or area can make a lot of
difference; immediate action can be taken on ggttitat specific and concise data from a
specifically targeted area. Data is collected frhsensors and transmitted redundantly over
the network, which leads to inefficient utilizatioh energy and processing while aggregating
the same set of data at the sink. In order to stilese types of issues, data centric routing
schemes have evolved, which send queries fromitke® the sensors in the network within
a selected location. Attributes are used to reqdesa from the sensors. SPIN (Sensor
Protocols for Information via. Negotiation) is thest data-centric protocol that was designed
for wireless sensor networks and has many siméarito direct diffusion. It is efficient in
reducing the redundant data and save energy [16].

The motivation behind developing SPIN is due todssemination of data. Dissemination is

the process of collecting the observations of tieler set of individual sensors which are

deployed in the network, where all sensors ardddeas sink nodes. The work assigned to
these sensors is to collect the complete view efehvironment in the form of data, and

enhance a fault-tolerant network structure. En@g@ysumption both during computation and

communication must be controlled to extend thetiifiee of the sensors within the network.

A few drawbacks in the sophisticated protocols likglosion, overlapping and resource

blindness have led to the development of SPIN [15].

Data Implosion

Conventional protocols like classic flooding senghiece of data to each and every node,
which copy the received data and send them to tieghboring nodes. In this way data is
disseminated quickly within the network and uségrge amount of bandwidth assuming that
all the links are connected between nodes. Thisbearlearly understood from Figure 5
shown below [R.14]. Here node A sends a piece t ttaits nearest neighbor’s node B and
node C. After receiving the data, node B and nodso@y and send the data to its nearest
neighbors node D without trying to find out whetltealready has the data or if it really needs
to have the data collected by node A. Now node ®duplicate copies of data which are sent
by both node B and node C not knowing that eithfethem are sending it to the same
neighbor node D. This leads to implosion where gyes wasted in terms of both
communication and computation [14].

ey

()

NG
)

a

Fig: 5 Conventional Classical Flooding with implogin problem
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Data Overlapping:

Sensor nodes which are distributed over a large, aen overlap within their geographic
region and they carry overlapped data that is seimsthese areas. This concept is clear from
Figure 6 which is shown below and redrawn from fR.1Here node A collects data from
region X and sends it to its nearest neighbor (aas) and the node B collects the data from
its region Y and sends it to the nearest neighbas (b, c). The figure shows further that node
C which has received data from both node A and 8&haommon data (c). This data which
represents as ‘c’ is that which is collected frdma tegion of the intersection of the regions X
of node A and region Y of node B. Sending two samibr duplicate copies of data to the
same node C leads to a lot of energy waste in tefnimth computation and bandwidth .
Implosion can be solved in SPIN as it is restridiedhe network topology but overlapping
includes both the network topology and mappingeoiser nodes [14].

a
Region-I
X

Region-IIT
7

Fig: 6 showing the Geographic Overlap mechanism
Resource blindness

In the conventional protocols like classic floodirthe sensors perform the sensing and
sending activities without any concern about th@amh of energy that is left in the neighbor

sensors. A network sensor does not look for theuatnof energy that is required for the

computation process of achieving new data from nsghbor nodes or during the

communication of the data that is transmitted #rtbxt neighbor.

SPIN protocol overcomes these issues of floodirdyrasource blindness using negotiations
and resource adaptation. To eliminate the floodind overlap effects on the network, SPIN
nodes negotiate with each other before transmittiata. SPIN checks that only useful
information is transferred within the network. Dataat needs to be transmitted to the
neighboring nodes is addressed using a meta-data.rfaPIN uses three types of messages
also called Meta data before transmitting data amie neighbors in the network. Every
node that wants to share the data with the nodéginetwork sends this meta-data to enquire
or know if any of the nodes are interested in erghay data. Meta-data are used for
exchanging information, as sharing directly serdata between two nodes is expensive in
terms of energy. Nodes cannot respond to all tha deessages sent by all other nodes
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because of the changing topology or network strectlio save energy resources, these meta-
data help the node to choose specific type of flata specific nodes [14].

Meta-data describes the characteristics of the @laitaformation that needs to be shared. The
meta-data must be smaller in size than the origlatd and it should be easily distinguishable
from other data types. Meta-data are applicati@eiic and they always take their
geographic location or a unique ID while communiggtwith the neighbor nodes. Three
types of meta-data messages are exchanged betwerades:

ADV: - A new advertisement meta-data is used when a Bt has some new piece of
information that it would like to share or exchangé other nodes in the network.

REQ: - A request meta-data is sent by the SPIN node wikighterested in participating in
data exchange with the node that has a new oestiag type of data.

DATA: - The actual data that has to be shared betweemabdes which are involved in
exchange.

The SPIN node A has new information within it anduhd like to share it with the nodes in
the network. It sends an ADV message to the neasighbors. This ADV meta-data has the
field which describes what type of data it is anthtvcommunication time and computations
are required. Upon receiving this meta-data, thdesavhich are interested in having this new
data will send back an REQ meta-data to the naut# tlzose which are not interested in the
new data do not respond. Once the transmitting medeives the REQ message, it starts
transmitting the DATA. In this way, the data which received by the nodes starts to
disseminate to the nearest nodes [15].

Here we can see that only nodes which are in nedteaata or interested in having the new
data respond back to the ADV-sent node and thmsimdites the overlapping and implosion

within the network. SPIN-I belongs to the SPIN fimwhich uses a three-way handshaking
process to transmit the information within the whaletwork. SPIN-I needs to have the

knowledge of all the neighbor nodes which are aingle-hop distance so that it can easily
reestablish communication with them, if there moaamunication or path loss between nodes
by sending messages like Re-Adv and Re-Req instedBV and REQ [15] .

In Figure 7, we can see that a node wants to stateewith its neighbor nodes. It sends an

ADV message and if there is any node interestedeaeiving data, it sends a response

message back to REQ. Thus the node starts serf#rigATA to the requested sensor. Once

the node receives the data, it starts sending Al@gsages to all other neighbor nodes to see
if any node is interested. If the neighbor nodes iaterested, they send back response
messages or if the node is not capable of furtbemputation like sending an REQ messages

or receiving DATA it does not respond back. These the five stages a node can pass
through depending upon the energy reserves itidseed for data.
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Fig: 7 Five stages of SPIN showing the Three-Way Hashaking

SPIN-II, which is a slight update of SPIN-I, has tbility to prevent the nodes from resource
blindness. All the nodes have their own resourceagars which keep updating the node
about the amount of energy that is left within mder to further carry on the process of data
sharing or data transferring. If a node has mueteioenergy than the required amount, it
stops responding to the ADV messages sent by othées which are interested in sharing
data or it does not send any more REQ messagé® toodes from which it is interested in

receiving. Nodes participation is reduced withie tretwork when it approaches a very low
energy say threshold level. Whenever it receives/ADessages it initiates a process only
when it is sure that it can complete all the thstsges of data receiving from the neighbor
nodes [15].

Heinzelmann et al [15] has reported simulationSBIN protocol family using SPIN-I, SPIN-
II, SPIN with flooding and SPIN with gossiping aad ideal dissemination. Gossiping is an
alternative to classic flooding in which energycisnserved while transmitting data to its
neighbors. A node forwards the data to a randmsalgeted neighbor in the network but not
to all the neighbors as in classic flooding. Asrayle random node is chosen to transmit the
data no implosion is observed in the network. Agkrndata packet travels to the node and
when that nodes starts sharing the data packetalNithe other nodes in the network that are
interested a time delay is observed in the netwibris. also not safe to use gossiping in all
types of scenarios because if there is a lossmiexiion in the network, data is never passed
on to the next node.

From the Figure 8 below we can see that node Asstreddata to B and node B transmits the
data to node C. It saves a copy for further usesimemory and if there is a connection lost
between its neighbor nodes D it can never sendtdataln order o send data to D, node C
has to back track to node B and see some othenatiiee of sending data which may at times
leads to the overlapping issue. This approach eaddarly understood from Figure 8 given
below. Energy dissipation is very low when compatedlassic flooding; it has very few
computations and communications that are carri¢detwveen nodes [14].
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(a)

Fig:-8 showing the Gossiping in wireless sensor vebrks

On implementing SPIN we can observe the amounat# dcquired at a point of time and the
energy dissipated over time intervals is high wttenenergy resources are unlimited. When
this energy resource is limited the amount of epgrgrformance is 25% energy of the

amount of energy required in flooding. Further, /I distributes 60% more data per unit

energy than flooding as calculated in the simutagarried in [15]. Thus, we can conclude
that SPIN-I and SPIN-II are simple protocols thiiceently disseminate data and are well-

suited for environments where sensors are mobilevé@nand forwarding decision can be

taken based on the local neighborhood information.

In [14], simulations using the network simulator -INSand protocols like SPIN, SPIN-II,
gossiping, and flooding, are reported. The ressiiggded that SPIN-1 achieves comparable
results to classic flooding protocols, and in sarases outperforms classic flooding. In terms
of energy, SPIN-I uses only 25% as much energyaassic flooding protocol. SPIN-II is able
to distribute 60% more data per energy unit thaading.

Protocol Performance in surveillance applications

SPIN uses the technique of gathering informatiorsdayding queries from an exact location.
For a surveillance application it is a must to geparticular type of data from an event-
triggered region. It supports movement among thdesowhich helps in changing the
geographic location and covering a vast area oVesllance and can also adjust to the
topology changes that take place. It shares dataeighbour nodes only when they are
interested in alternatively saving much of the ggen computation and communication.

4.4 GEAR (Geographic and Energy Aware Routing)

Sensor networks are usually largely composed ologled sensor nodes in a vast area which
are scattered randomly in order to gather all softdata on an event that is triggered. The
major disadvantage to these randomly-scatterebs@gles in a particular application like
surveillance is that they are unattended. Becatifeioenergy has become a major issue of
concern as the sensor nodes cannot be replacedptenished at regular intervals. In
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applications like surveillance it would be far leetif we know the exact position of the
sensors in order to locate particular informatiérewents like tracking movements of armed
vehicles during night time or on a foggy day. Weadé¢o have an efficient query processing
within the network so that we can disseminate arygie a particular region, for which
location knowledge is a must. Unless we know thaceyosition of the target region, we
cannot direct the query and get the required dataformation from specified sensing nodes
and save energy of all other remaining sensorstwhie drained by using the flooding data
mechanism all over the network.

Conventional routing protocols used many greedprélyns to forward data to a specified
region like Restricted flooding which was of mamoncern in the early protocols using a
search mechanism to navigate through holes (thesadhich are totally drained of energy
but still in the network as if they are part of tbemmunication path). GPSR (Greedy
Perimeter Stateless Routing) used a planar grapa fetwork graph to disseminate packets
[17]. Scalable Location Update Routing Protocol ahhuses a scheme that has the complete
knowledge of the route path i.e. is it has perieftirmation of the location of all the nodes in
the networks using which it destines the packets&ch a particular source or destination in a
pre described path [17].

GEAR Algorithm

Let us now discuss the working and structure of ®Ewuting protocol. Here we are
concerned with a protocol that disseminates quelirestly to the sensor nodes of a network
and extract the required data from a specific regialled target region. The Geographic and
Energy Aware Routing (GEAR) scheme uses an enesgyeaand geographically-informed
neighbour selection heuristic to route a data paitka target region. It proceeds internally by
applying a recursive geographic forwarding techaitpudisseminate a data packet directly to
the sensor node inside the target region.

Two scenarios are possible while forwarding a gaizket to the target region i.e:

i) If we have a neighbour node closer to the targgibre then GEAR picks up the
next hop towards a node that is much closer talédstination or target region.

i) If we have all the neighbour nodes farther fromttrget region, then GEAR picks
the next hop towards the neighbour node depenging the neighbour cost.

Once a packet is delivered to a target region, raernal-routing scheme starts. Here a
recursive geographic-forwarding algorithm is uspaised to disseminate the data packet to
the target node. Under low traffic conditions, whienursive geographic forwarding scheme
does not apply as it starts draining energy bytirgjaaround the holes with the data packet in
search of target node, we use a restricted floodppyoach [19].

Assumptions

1) A packet that is disseminated over the networkah@sget node in some region.

2) Every node in the network knows its own locationl #me amount of energy it needs
to further continue the processing

3) Every node needs to know the location and enenggl kef its neighbour protocols by
sending a simple HELLO protocol.
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4) Every link in the network is bi-directional: if aode can listen to other node Ki, it can
also have a transmission range Ki.

Cost function can be minimized as ¢ (K, S) wherttal nodes have equal amount of energy,
In this situation the classical greedy geographigting algorithm is performed by randomly
choosing a nearest neighbour to the target regid@oSt function ¢ (K, S) can be minimized
when all the nodes in the network are at equidtstda each other: in this position it performs
the load splitting among the neighbours [20].

Algorithm Implementation

From figure 7 we can see that the node K has neigisbwhich are at equidistance from the
target region. So according to the algorithm asgiomg, a classical greedy choice of next
hop selection is done so that the learned costimsmzed as | (Ki, S). The next hop
neighbour is chosen to route the packets. If trder6 receives a data packet, it transfers it to
this nearest neighbour as it has updated its ldarast. Minimizing the learned cost alters the
consumption of energy in the network, so that amedd energy usage is done in selecting
and forwarding the data packet to the nearest beigh Here the learned cost | (Ki, S) is
equal to the estimated cost of the neighbouringri€icas there are no holes (drained nodes in
between).

From Figure 9 we can see that when a node K haghlbeuring nodes far from the target
region, its learned cost | (K,R) has to be updated because of the holes in the network its
value becomes not equal to the estimated costR)Kliet us assume that there are nodes in
the network of which some node K has its neighbmdes as B, C, D, G, H and | of which
the nodes G, H, | are depleted or drained of enanglycannot be used for routing packets to
the destination region S. When the region S reseavadata packet X it has a chance to
forward it to any of the neighbouring nodes B, Cwbich are nearer to the target node S than
itself. It calculates the estimated cost and chesits its learned cost so that the nearest
neighbour with least cost value is chosen as tieh@p neighbour. Suppose the learned cost
of the following nodes is as follows:

B=2>c(BS)=I1(BS)=25 &c(C,S)=I(C,S)=2and® c(D,S)=1(D,S)=2.5

Target Region

Drained Nodes- Holes

Fig:-9 showing the routing path via. Calculating the learned cost

Now the node K chooses the least cost neighbo@ asd it forwards the received packets.
Upon receiving the packet node, C checks for itghi®mur nodes and finds that all the other
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nodes except node D and B are drained (G,H,l) shabses a least cost path towards the
target node S. It now updates the learned cosevadul (C, S) =1 (B, S) + ¢ (C, B) which
implies as2| (C, S) = 2.5 + 1 = 3.5. As the node K receivetata packet X, it forwards it to
the nearest neighbour C and from C the packetaigetsed along the route B towards the
destination S node. As the learned cost value=df K is less when compared toXC = B,

K tries to update its learned-cost value favourimagle B after oscillating several times
between node B and C traversing data packet X. @ecdata packet safely reaches the target
node S through the least cost route selected,etdmmeéd cost value will be corrected to one
hop back. If the path length=% S is n, the learned cost will converge after tbdendelivers

n number of packets towards the same destinatiole 1% This will enhance the route by
effectively circumventing holes in the network aatdthe same time it will avoid routes that
lead to the depleting nodes surrounding the h@gp [

Recursive Geographic Forwarding

Once the packet is forwarded from node B, it rea¢he boundary of the target region S. This
can be seen in Figure 10 below, denoted in redecas node B. From region S the packet has
to be targeted to the exact node, which can be bgray conventional flooding protocol. If
we use a conventional flooding scheme, the datagpa has to be broadcasted and all the
nodes in the region get this data packet X eveanghdhey are not intended to receive it. This
causes a lot of energy consumption and is also egpensive. In order to reduce these
inefficiencies, an energy-efficient routing algbnt is introduced. The recursive geographic
forwarding algorithm is used to disseminate thekptiinside the target region S. Once the
data packet reaches its target region, it cheakthéopresence of the target node in the region
S. If we assume that there are a large number @ésavithin the target region, it becomes
expensive to check with all the nodes in the reg®mb regions are created in the target
region and the data packet is duplicated into aralequmber of sub regions and then sent.
This forwarding strategy continues within the sabions until the appropriate target node is
reached. If the sub region contains only one tangele there would be no more recursive
splitting of the data packet within the target cgagB. In order to find out weather there exits
only one node we have to check whether the farthede is in the transmission range and
there exist no other neighbour node to the targden21].

Hl Data Packet

. Depleted Node

O target nodes neighbours

O Target Node

Fig:-10 Recursive Geographic Forwarding

GEAR uses an energy-aware and geographically-irddrmeighbour selection heuristic
procedure to route a packet to the destinatiommyet region. It uses a recursive geographic
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forwarding or restricted forwarding strategy depagdipon the density of the network. This
leads to a balanced-energy consumption within #tevark and also extends its network life
time. It has been proven that GEAR is efficientonting maximum percent of data packet to
the destination when compared with conventionatquals like GPSR. both in uniform and
non-uniform traffic situations. GEAR has a modetatency factor as it does not support one
particular communication path. It keeps on changi@gending upon the cost factor and it has
a limited scalability as nodes get drained easylydiating the data within the region if there
is no destination node found. Data on the netwoakels in those paths which are already
calculated, as the least cost paths which makashieve an average traffic overhead on the
network [19][21].

Simulation of GEAR is reported in [18]. Situatiotike uniform traffic and non-uniform
clustered traffic with varying network sizes arenglated. The simulation results show that
for both kinds of traffic GEAR delivers significapt40 to 100 times more packets than
flooding and delivers 25-35% more packets than GPSR

Protocol Performance in surveillance applications

GEAR uses an energy-aware and geographically-irddrneighbor selection process to route
data in large amounts to the base station and adhghta-delivery model is implemented to
transfer data to the base station as every nodhssform some least cost path calculations
before forwarding the data to the destination. GE#dR handle average amounts of data
traffic on the network and it can handle nodes frdinto 100, which resembles a small
network. When used in surveillance application lileme or office monitoring, GEAR [21
can perform well and show better results as thes rgloyment in this kind of application is
iterative. The quality of service factor is lowthis protocol as it has network instabilities and
resource limitations like limited battery, limitééndwidth and memory.

4.5 GAF (Geographic Adaptive Fidelity)

Almost all protocols are efficient in routing patkend in saving a lot of energy by forming
clusters or organising a random coordinator tolsoftinctional job, but they all lack in few
things which are almost unavoidable, such as oweeilg on the medium or network, protocol
like PAMAS [22]. Every time a packet is forwardedl, the nodes have to check whether the
packet is destined for them or if they have to fanvit to some other neighbouring node so
that it reaches the correct destination.

We have seen that nodes consume a vast amoung¢rgfyenhile sending or receiving data, it
is stated that nodes uses some physical amouneofewhen they are in the idle or listening
state. Energy dissipation during the idle statenoaibe ignored, as it is statistically proven
that the energy consumed by a node in idle-recearesmit is in the ratio of 1:1.2:1.7 [23].
The ratio shows that the amount of energy thatasted when the node is in idle state is less
that that compared to receiving data from otheresaahd transmitting data to the neighbour
nodes or to the sink.

The energy that is wasted when the nodes are idhetate can be saved by turning off the
radios when they are not in use, because energytae saved only by reducing the number
of transmissions or receptions of data packetven &y reducing the functions at the sensing
nodes. One advantage of turning off the radiobas we can save not only the energy that is
wasted during the idle state, but also conserveggribat is wasted by all the nodes in the
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region by overhearing the same data packet. Swigcbif the intermediate nodes in an order
can make us achieve connectivity within the netwehile there are multiple paths existing
between nodes. This can be illustrated using ampbeawhich implements this theory [18].
Figure 11 below redrawn from [18] shows the virtgald formation using the nodes in the
network for GAF. There are 5 nodes in the networ#t aBode 1 can communicate with nodes
2, 3, and 4 and these three nodes in turn commenigdh node 5. If node 1 wants to
communicate with node 5, it has to pass throughdadrthe 2, 3 and 4 nodes. If we assume
that all these nodes 2, 3 and 4 are equal in alitfonalities, we can make one node active
and let the other two nodes 2 and 3 go to sleefhaowe can conserve the energy that is
wasted by only making them active for overhearimg traffic that is passing through one of
these nodes to reach node 5. This is known asngfitielity where both nodes 1 and 5 are
communicating by making intermediate nodes go siéep mode and using only one efficient
node as their routing partner.

_I—————.I——————I.___I_
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Fig:-11 Virtual Grid in Geographic Adaptive Fidelity [R.18]
GAF Algorithm

The name Geographic Adaptive Fidelity states thiaicates nodes in the network and makes
the best use of them to have a better fidelity. th# nodes use a location-identification
technique to locate itself within the network alowgth its nearest neighbours by using
location-information systems like GPS. In GAF, thké nodes arrange themselves according
to grids also called virtual grids. All the nodesthe network divide themselves in virtual
grids and all those nodes which are under a saidecgordinate among themselves to see
who will go into sleep state and for how long. Ldedancing is performed and a single node
will not get drained with extraneous work. It cdscabe very simple to define virtual grids as
all the nodes which are in grid A can communicatthall the nodes in grid B that are
adjacent. The time for sleeping is decided or ddpean the application and system
information.

GAF has three state transitions, namely discovaetive and sleeping. Initially Every node
starts with the discovery state. In this state nbee turns on its radio and starts sending
discovery messages to find the adjacent nodesisdme grid. Every discovery message is a
combination of certain parameters, such as:

Node State: - Discovery, Active or Sleeping
Node ID: - The node itself or its current location
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Grid ID: - Every node in the network uses its location infation from GPS and its grid size
in order to determine its grid id

(enat):- Estimated node active time, this value can begeal to node lifetime, which means
that the nodes keeps on using the energy uniiéé o drains out of energy.

Using these parameters as a node enters a discetedey it sets its time Td (Discovery time)
and sends discovery messages to all the neargstoeirs in its own grid. After broadcasting
this discovery message it enters the active séateode can fall into sleep state if there are
other nodes in the grid which are equivalent indhiag the fidelity before falling into the
active state. In the active state the node seitmeotit value Ta which shows the remaining
amount of time for which a node is intended to stagctive state. During its active state a
node re-broadcasts its discovery message for dimenintervals Td and goes into the sleep
state if it finds another node which is equivalenhas an node with higher node rank that can
handle communication or routing process. All thdsee types of state processing can be
seen in the Figure 12 given below, which shows npedormance during the discovery,
active and sleep state [19].

A node enters into sleeping state either from tiseavery state or the active state. Before it

goes into the sleeping state it cancels all thersntike Ta and Td and power down the radio.

In order to get back or wake up into the discovasate, the node has to complete the sleep
time Ts, which is decided by the application orteys

Sleeping

receive discovery
message from
high rank nodes

Fig:-12 showing three state transitions in Geograph Adaptive Fidelity

In order to maintain a constant communication medar routing path between the nodes,
GAF has to follow some load-balancing scheme st asake all the nodes work efficiently
and see that the nodes lifetime increases. Thidbeachieved by assuming that all the nodes
in the region are equal, and no node is used @ullyepleted till it dies. If the nodes that are in
active state for the time interval Ta are brougitibto the discovery state, a chance is given
to all those nodes which are in the discovery dtateandle the further process, among those
which strive to become active node members, theghtnbe some nodes with more energy
resources, or higher-rank nodez. These nodes setirtier Ta equal to enat and start
advertising their discovery messages. The nodeshaduie in sleeping state set their timers
equal to enat, i.e. the sleeping time.
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From the analytical analysis shown in [18] it isadl that the overhead issue in GAF is very
low, while there are certain drawbacks like packets and route latency. The network

lifetime depends upon the density of nodes if tleemany nodes in the virtual grid there is
maximum scope of high network lifetime becauseast one node will stay awake in the grid
while all the other are in sleep state handlingrthee fidelity. If the node density is low there

are a lot of chances that the nodes keep on m®dra times if there are no active nodes in
the grid the communication path is lost [18].

Simulations of GAF are reported in [20], using ashot of ns-2.1b6. GAF is added with
AODV implementation from AODV designers and GAF WiDSR to compare the
performance in terms of energy dissipation and datevery quality. The simulation result
shows that GAF can consume 40-60% less energy @mamnmodified ad hoc routing
protocol. It also increases the network lifetimegmrtionally to the node density.

Protocol Performance in surveillance applications

GAF is one of the location-based routing protosslsch route data in large amounts from
the nodes that are placed randomly. It uses son&IG@ftion system to track all the nearest
neighbors and performs a multi-hop structure imgdferring the sensed data to the base
station or the sink. Using location information GAtands high in object tracking by using
low power on the network, and proportionally ingieg the lifetime of the network. If GAF

is applied in a surveillance application it shovettér performance as the scalability of the
network is static and it poses a moderate latevey the network which makes it produce
faster results. The quality of service factor i leecause there is no redundant path available
if there is a packet loss or if the node is notatd@ of finding the best path and falls into the
energy drained nodes also called (holes). The dalzgr is also high as it has to every time
calculates for the best path among the nodes amtedus to lot of data waiting in the buffers.

4.6 MECN (Minimum Energy Communication Network)

Sensor nodes energy efficient performance is aelieanly when they track information
about their neighbouring nodes. This informationlpse in maintaining efficient
communication paths and also saves energy, sothiegt do not get drained at once.
Neighbour information is achieved by using locatioformation from systems like GPS.
MECN [24] constructs a minimum energy efficient goanication network with the nodes
for a wireless sensor network. All the nodes in tle@work have the knowledge of their
neighbouring nodes. MECN constructs a small re&gran in the surroundings of the node
and starts transmission of data to a particulatirg®on node using the intermediate nodes as
relay nodes [24]. There are three types of nodésrsmitting node, a receiving node and a
relay node. MECN constructs an enclosure or a sggaph as shown in the Figure 13 below
with all those nodes which act as a neighbourindento the transmitting node. It selects the
path between the transmit node and the receive fnodethe enclosure graph using the relay
nodes which aims at minimum energy dissipation wbempared to energy dissipated in
direct transmission from the transmit node to nez@iode.
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Fig:-13 Enclosure and Relay region of transmit-reay node pair

MECN finds a relay region for every node in thewwmk using certain path value calculation
algorithms like Belmann Ford where the energy comsion factor is considered as its cost
factor. Using these relay regions, whenever a modeady to perform transmission it checks
for all its neighbouring nodes relay regions ordfinthe least cost paths that lead to the
destination. It then performs a union of those dron an enclosure or boundary of that sub
network. All the relay regions found are globallgtimal links in reference to the amount of
energy they consume. A condition states that ifddstination node is somewhere within the
sub network, then the amount of energy used to aemuate with it is considerably lower
than in direct transmission. [24]

The actual concept of MECN is to find the relayioeg of the nodes and form a sub network
with transmit and receive nodes using the lowessitde number of relay nodes to consume
minimum energy and efficient communication pathl #hle relay nodes are bounded in a
sparse or enclosure graph because the region belyerftbundary or the deployment region
has many other nodes. If a node on the edges oérblsure graph tries to communicate
with the nodes outside the boundary, it may consmuoee energy if they are assumed to be
one of the acting relay nodes to the destinatiaend a transmit node finds new relay nodes
other than the efficient relay paths existing, thene instead used as power efficient
transmission routes which are kept aside.

Using least cost energy paths, MECN is able to 6notl global minimum paths that can be
used for efficient communication in the network.idtassumes that every node within the
enclosure graph is able to communicate with all dtieer nodes within its reach for data
transferring, but this is not true because theeel@rof obstacles in the network or enclosure
graph here, like new node deployments (adding neses to the network which may include
addition to the enclosure graph) and older nodisrés (older nodes get drained and die).
MECN can quickly act and replenish its setting be hewly deployed nodes and node
failures. SMECN is an extension to MECN, guaranteesgch more reliable and energy
efficient networks where every node is able to camitate with every other node [25].

SMECN constructs a sub network which is much moergy efficient in relaying. Suppose

if MECN constructed a boundary with G as its subwoek, SMECN constructs an’Gub
network which is much smaller but has all the natles are present in G. It has the same set
of nodes with less number of edges. Maintainingita rsetwork which is more efficient but
with fewer edges alternatively produces much owathia the traffic on the network which
adds to disadvantage of SMECN [25]
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MECN has moderate latency, all the nodes in thevorét has to find all the relay nodes
which are near to the destination nodes to traribfedata which leads to the data waiting at
the destination end. Formation of relay nodes amghflary can create an overhead on the
network due to fewer edges (paths) that form the reetwork and connect the destinations.
MECN looks upon creating new sub networks and figdihe least cost paths that provide
more energy efficient networks with a reliable cection it does not concentrate on the
Quality of Service factor which is low as nodesMECN has to check with sub relay regions
and they always need to calculate the least ctistgral if these paths are lost then all the data
transferred is delayed unless a new sub routermed which shows high latency and this
violates the real time data transfer.

A simulation analysis of MECN is reported in [24fpth a stationary network with nodes
deployed over a square region of 1 km on each arntka set of mobile nodes, to measure the
energy consumption. The results show that the geemower consumption per node is
significantly low.

Protocol Performance in surveillance applications

MECN uses a sparse graph in detecting all the beighnodes for further transmissions of
data and if there is a node dies and the path, faitgeas to recalculate the new route which
leads to lot of delay and does not support read ompatibility for wireless sensor networks.
MECN has a best factor that it uses the GPS anthledscation information of all the nearest
nodes in the network.

4.7 SAR (Sequential Assignment Routing)

Sensor networks need to maintain the energy efiitgievithin the nodes by following either a

table driven approach or a multi path routing. Sedal Assignment Routing (SAR) is the

first of its kind which concentrates more on thergy efficiency and QoS factors. Creating
multiple paths from the nodes to the sink helpadhieving a more energy efficient structure
and also maximizes the fault tolerance of the nekwblultiple paths are created in a tree
structure as shown in the Figure 14 below, eactetbfvom the nearest neighbours of the sink
node. Each node tries to increase the tree or éxitsnroots by adding all those other

neighbour nodes connecting the sink node. Nodekdmetwork which are low in energy

reserves and which do not support real time fadikesredundancy, bounded latency are
deleted or ignored to be added as paths towardssitite When a tree construction is

completed we can see that every node has multgilesgrom it through other nodes to reach
some other node or to reach the sink. Using thigcttre, every node is capable of

transmitting to all the other nearest single hoigmeours.

Two factors are considered while performing thes toenstruction using the nodes in the
network:

(1) The amount of energy that can be utilized l®yribde if used as a multi path for reply of
the packets without getting depleted.
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(2) A QoS metric is considered which states thatlthiver the QoS metric the higher the QoS
factor of the network [26].
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Fig:-14 SAR Implementation: A Path exits from nodeto sink.

Using the multiple paths, every node uses a Segliehssignment Routing algorithm to
route packets to the sink considering the energgrues, QoS metric and the priority level of
a packet. The source node decides the path selatgjgending upon the path cost and delay
factors of the neighbouring node and the energgrves. Using the QoS factor and the
priority level of each packet the QoS metric iscaddted. SAR algorithm makes the network
lifetime maximised using an average weighted Qo8im6].

SAR maintains a path table which has all the best paths of the neighbour nodes.
Whenever a node has to perform transmission, itkshér the best suitable and least cost
path. SAR shows an optimised performance focusmipwering of the energy consumption

of each packet without considering its priority.réuting table update revolves around the
network so as to update all the routing tableshefrietwork in order to find out the depleted
nodes in the network and ignore any further comeation through the ruined path.

SAR creates multiple trees where the roots of éaehis at one hop neighbour from the sink,
A set of algorithms are used for performing orgatian, management and mobility
management in the network so that it avoids ovellefathe network traffic. SAR adapts
quickly to node failures in the network, by using landshaking procedure that enforces
routing table consistency within the upstream dral downstream neighbour on each path,
such that when ever there is an failure in the osgtwhe path table gets updated so that the
new paths are elected to reduce traffic overheaddass of data by utilizing more than the
required energy [26].

Protocol Performance in surveillance applications

SAR s the first routing protocol which has a relequality of service; it supports redundant
paths so that it can adjust easily for node fadundich helps when used in surveillance
applications so that there is no data loss. SARap topology changes and gathers data in
large amounts and also has very low latency durengsmission towards the base station as it
uses tree structure. This helps in transmitting riest important data of an event at the
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earliest for the user to perform a high level taskontinuous data delivery model is followed
in data transmission.

4.8 SPEED Routing Protocol

Wireless sensor applications are regarded as tls important and are designed to react to
changes around. The information they provide in liegjpons like surveillance and
earthquake response systems need are examplesiro$upport to real-time data. The data
provided in these applications need to meet theetiraa requirements as they are not valued
if there is a slight delay in reaching the user enthe destination node (sink) for a particular
action to be taken. Delays during the sensing ¢jperand transmission process may directly
lead to a low quality of service factor and therk e no meaning to the data achieved.

A multi-hop wireless network as end-to-end delayclwhs dependent of the single hop delay
and also the distance a data packet has to tnaralthe source to destination. If data sensed
in the sensors on a wireless network is transmitteder the condition that the delay is
proportional of the distance the data has to tréeh a source to destination, a real-time
communication is build. This type of service cantéened as soft-real time communication
where the data does not cross the end-to-end dekdlines [27].

SPEED achieves spatiotemporal requirements by @sgambination of time aware feedback
control mechanism and a spatial aware non detestiingeographic forwarding scheme.
SPEED utilizes a geographic location algorithmdcake all the nearest neighbours by using
geographic localised algorithms, depending uponckvhiouting decisions are made. In
reactive routing algorithms there can be largeydetan the network if there are no paths from
the source to a new destination. SPEED overcomgssgue by using a combination of both
MAC layer and the network adaptation layer to avomhgestion and avoid hotspots (data
flow blocked at a node due to some congestion 8§sue

The SPEED protocol has different components whattrol the network adaptation layer to
avoid traffic congestions, and route data packafsysthrough the MAC layer

1) Application APl and Packet Format

2) A delay estimation exchange scheme

3) A Non deterministic Geographic Forwarding AlgoritiihGF)

4) A Neighbourhood Feedback Loop (NFL)

5) Backpressure Rerouting

6) Last mile processing

NGF is used for achieving desired delivery speecthyosing the next hop node using the
geographic forwarding technique, the data traffithe network adaptation layer are reduced
or diverted during congestions by using the NFL Badkpressure Rerouting techniques, so
that NGF can choose among the next hop neighboroute further. Last mile processing is

used to support three types of real-time commuioicatervices; they are real-time unicast,
real-time multicast and real-time anycast withiseasor network. Delay estimation is used to
find whether there is a chance for congestion ennétwork. Every component in detail is

presented in [27].

The SPEED protocol operation can be defined bygutie basic component of the protocol
structure, Non deterministic Geographic Forwardingt. us assume a sensor field in which a
number of sensors are scattered all the way. tfide rsays | want to transmit data to particular
destination nodes, it first has to find out all $ensors which are in the nearest first hop
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forwarding neighbour distance. It finds all the asdhat are at the nearest first hop distance
in the radio range of node I. All these nodes arméd as NS (I) and the source node | is at
distance of L from the destination node. All theseles which are in the radio range of node |

and at a distance of the next hop forwarding nadéhé destination are termed as Lnext.

These nodes which are near to the destination landrathe radio range of node | are termed

as the Forwarding candidate set FSi (Destination).

Before node | transmits the data to the next hoghbeur it calculates the relay speed, from
the neighbour node set (NS) and not by followingoating table or flow information.
Depending upon the FSi (Destination) nodes andléséination node distance the packets are
routed which is shown in the Figure 15 below.

A backpressure rerouting procedure is starteddp &irther dropping of the data packets if
congestion occurs at a node. Before these packet®ated to the nearest neighbour in FSi,
NGF divides the FSi region into two sub regions baging all those nodes which have the
relay speed larger than a certain threshold spdechws set as S (setpoint), and the other
nodes are not up to the threshold speed to forpactets. Always packets are chosen with
higher relay speed as the next hop forwarding ckatei If there are no nodes in the first sub
region then the NFL component is used to calculaerelay ratio which is used as feedback
by the NGF. A packet is not dropped in SPEED, deéps on searching for an alternative
route by implementing back pressure rerouting [27].

D
L-lenth or distance

\

Fig: 15 SPEED showing the Neighbour Set and Forwar8et nodes

As the name suggests, backpressure rerouting nvezers there is congestion or some path
loss in the path the data come back one step belmddearches for a new path to reach the
destination. This can be clearly understood frogufé 16. Here the node 5 transmits data to
node 9 and 10 and due to heavy traffic the relaaedf node 9 and 10 are low. Using the
MAC layer feedback, node 5 detects that node 9lénare congested and reduces the chance
of using these nodes. It alternatively searchesaftarnative paths like selecting the node
which has the desired speed less than or equiaéteetpoint.
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If there are no other nodes in the region thenckprassure beacon is implemented which
gives a feedback to the NGF that it reduces theads of selecting the node 5 for further
transmission of data and rather select some otéstindtion path to transmit. If the same
situation arises with the node 3 where it has tipdrackets again, back pressure routing is
implemented so that now the path selection is @drmout by node 2. Back pressure rerouting
is used by SPEED at the network adaptation layewtad congestions and packet dropping
due to insufficient nodes having the desired syzatpoint.

Fig: 16 the backpressure rerouting process when theodes 9 and 10 in congestion.

When SPEED is evaluated using glmosim [28] it isnid that it provides end-to-end delay of
packets which is independent of the distance betwiee source and destination for different
congestion levels with a low miss ratio when coredawith conventional ad-hoc routing
protocols like AOVD [29] and DSR [30], a low and ntmlled overhead, less energy
conserved during communication and high packetvesfiration even in high traffic density.
It helps in balancing the traffic load to increéise system lifetime [27]

A simulation analysis of SPEED is reported in [2ZIif}ey used GloMoSim, a scalable discrete
event simulator developed at UCLA. Here, SPEEDomgared with seven other protocols
like AODV, DSR, GF, GPSR, SPEED-S, SPEED-T anddineulation results show that a
reasonable end-to-end delay under different corayekvels is provided with low miss ratio
and overhead. Low communication energy consumjiatso observed.

Protocol Performance in surveillance applications

SPEED has better features on a surveillance applichecause it follows redundant paths if
there is a node failure. It has high quality ofvéss focus, like low delay of data transmission
to the destination and can cope with unpredictatdta traffic that is prevailing in the
network, which is on of the most important aspecthe surveillance field. It has a limited
scalability of nodes. It has high energy awarersass it follows a continuous data delivery
model. It has a backpressure rerouting scheme wiegbs it when there are congestions or
node failures. It has the location awareness dhalinodes that are in the network using some
localised location algorithms.
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5. Comparison of Routing Protocols

The study of routing protocols in detail made isydo evaluate each protocol roughly
depending upon the factors that are already mesdion the beginning of this thesis. An
evaluation is done on all the protocols dependipgnutheir operation using the sensor nodes
in the network. Table-I shows the operability objmcols with regard to Latency, Scalability,
Mobility and Energy Awareness. Each protocol i©ajs/en a paragraph below to motivate
the table entries.

Table 1 Routing Protocols

Characteristics | Latency Scalability | Connectivity | Energy Awareness
Adaptation
Protocols Low | Moderate  High
Low when High Cluster heads High uses clustering
LEECH the network lead the technique to save energy
is small transmission
High, if High Single node of High it forms chain using
PEGASIS network the chain is nodes to reach the base
density is responsible in station
high transmission
Moderate if | Moderate | Data shared Moderate, The nodes
SPIN the network with interested which have energy
is large nodes, to reach resources only take part
sink in transmission
Moderate, | Moderate @ Calculates the Moderate, same path used
GEAR Checks for least cost until new path is
drained paths to reach calculated
nodes sink
Moderate, High One node from  High, Node use sleep,
GAF uses limited the grid is usec discovery, awake states
nodes remaining go
to sleep state
Moderate, Low Relay nodes Moderate, constructs
MECN few edges in are used to sparse graph for every
the relay reach the sink transmission
region
Low, Multi | Moderate @ Tree is High, calculates the best
SAR path exists designed from path and does not deplete
sink to nodes | all the nodes in network
Low, always Moderate | Paths are built High, Always uses
SPEED tries to using least | multiple paths to transmit
reduce cost data,
congestions algorithms

Table-1l describes the factors like Quality of Seey Transmission Modes used by the
sensors during the protocol operation and the @asththat is caused while performing the
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transmission on the network both towards the smkr@ode to node. Network Power usage is
also discussed and the Routing scheme followedé&ynodes for interoperability. A detailed
description of how these conclusions are drawrnvisrgat the end of the table.

Table 2 Routing Protocols

Characteristics | QoS Traffic on | Network Transmission Scheme
Network Power
Protocols Usage Flat Multi Hop
LEECH Low | High, All Cluster High Multi Hop, cluster heads
heads start directly transmit to sink
transferring data
to sink
PEGASIS Low Low, Only one High Multi path, only if the
chain is formed neighbors are at a larger
by all nodes to distance than single hop
transfer data
SPIN Low Low, less energy. Low Multi Hop, Data shared
nodes avoided in on query based approach
transmission
GEAR Low Moderate, Low Flat, once least path
calculated is used until
node failures occur
GAF Low Moderate, Low Multi Hop, uses nodes in
virtual grids as
intermediate nodes
MECN Low Low, selects High Multi Hop, sparse graph
nodes from relay calculated and nodes
region precisely chosen from relay regions
SAR High ' High, new routing Low Multi Hop, Trees are
tables be createc constructed either from
every time to node to sink or sink to
avoid node
SPEED High High, using Low Multi Hop, if no node
backpressure failures or congestions
rerouting avoided occur
LEACH

Leach reduces the communication energy that igpdites by the cluster heads and the
cluster members as much as 8 times when compatbddwect transmission and minimum
transmission energy routing [12]. LEACH has lovelaty as all the cluster members transfer
the sensed data to the nearest cluster head astdrdheads see that the data is reached to the
sink either by inter cluster head transmissionshas high scalability as nodes can easily
adjust changes like new node deployments in thevarktand they can start processing as
cluster members using the signals sent by clugtad$i Formation of clusters makes it more
energy conservative as only cluster heads are megge to transmit data and all the nodes
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follow randomised rotation to form cluster heachds a low quality of service factor as it has
resource limitations like limited processing whishdone with very less memory buffer size.

It has an unpredictable traffic pattern as all rsoithethe network keep on changing the cluster
regions.

PEGASIS

The chain formation in PEGASIS leads to a highreyeas all the data has to pass through
the chain to reach the base station, if the fartbeghe first node of the chain has important
information which has to be passed immediately naNe to travel through the entire chain. It
can easily add the newly deployed nodes in thencisit is not a fixed transmitting path. If it
finds a new node which saves much more energyds &dduring the chain formation. It has
high energy awareness due to formation of chaircstre to reach the base station which is
much more energy conserving that cluster formatiobEACH. A low overhead is seen on
the network as there are no other nodes which riransther than all nodes that form the
chain and only one node is responsible which is teethe destination or the sink to transmit.
The quality of service factor is low as there iglegay in the data transmission and no
processing capabilities, all nodes fuse some ditta tiwe data packet while forwarding to
other nodes in the chain. Network instability l&k&ode failure or link failure or power failure
can cause loss of data.

SPIN

SPIN has moderate latency factor as it has tolsdeatl ensures that all the interested nodes
in the network achieve the required data. It hasoaderate scalability because when ever a
new node enters it sends signals or request farstaring and all those nodes which are low
in energy does not respond for any action to saeegy, moderate energy awareness can be
seen in SPIN as the nodes which are interested takfy part in data sharing and the one
which has low energy reserves stops respondinbetartessages sent by neighboring nodes.
It has very low data overhead on the network ag tew nodes take part in transmission. It
keeps its quality of service factor low as them @dundant data in the network; all the nodes
share the same data. Memory is wasted as all tthesrahare same data, and it is not an end to
end transmission many nodes interfere while tratigsgithe data to the sink or base station.

GEAR

GEAR has moderate energy efficiency as the nodbsfollow the least cost paths that are

calculated, until a new path is found which is muchre least path than the earlier, this

shows that even after using the least cost path#stin conserving more energy. It has a low
latency as the time taken by a node to transmivdsen the source nodes to the destination
region and from their to the destination node ia thgion. An average overhead is seen
during transmission, if nodes find drained nodeshim network they stop data transmission
until a new least cost path is found. The qualitys@rvice is low as it has certain network

instabilities like link failure, power failure oropology changes can bring down data
transmission. Lots of bandwidth is wasted in sdargihe destination region and then the
destination node using different kinds of algorithm
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GAF

Latency is moderate because when a source nodegavisrward the data to the neighbour
grid, all the nodes in that grid see that only @angong them remain active to continue the
forwarding strategy and the rest nodes go to sli#dms a high scalability, any number of
nodes can join the network and they divide theneseimto grids and when there is more than
one node, one of them goes to sleep to conservg\enkehis makes it achieve high energy
awareness as all the nodes changes states frove,atdiicovery and sleep. As intermediate
nodes are in sleep state, very few nodes takerp&dnsmission gives low overhead of data
in the network. It has very low quality of servii@etor as it has unpredictable traffic pattern,
non end to end transmission prevails.

MECN

It has low scalability as if new nodes added togparse graph it does not consider them even
though they are the nearest nodes to the baserstdtis also leads to low latency as each
node has to calculate the sparse graph for itseeeaeighbours every time it has data to
transmit. Lot of energy is wasted in this sparsgpbrconstruction every time a node starts
transmission. Even though its not considerable antnhofienergy it makes MECN a moderate
energy aware protocol. A low quality of servicettads found as it has network instabilities
like link failure, power failure, and limited banchth.

SAR

SAR has low latency factor as nodes always follawsuting table which shows a least cost
path from the node to the sink, and there is foe e path existing to the destination, QoS
is more when compared with other conventional mai It has no resource limitations like
limited bandwidth, transmission power, memory bidfdt has a limited scalability factor as
it has to construct routing table for the newly ldgpd nodes which is costly. It has fault
tolerance and easy node recovery for node failuFes. power usage is very low and least
compared because it constructs tree structure wothly those nodes which are energy
reserved and capable of QoS metric, the one whichad qualify are ignored from forming
the roots in the tree.

SPEED

SPEED is one of the best routing protocols, it loag latency because all the nodes are
directly connected so no delay in data transmissimong nodes, even if there is a node
failure using backpressure rerouting a new patfousid to continue the data transmission
process. It see the best possible paths with least which proves it be an energy
conservative protocol. It always has low overheadabse it balances the network in such a
way that there are no congestions in the netwoitk, ahigh quality of service factors like, no
data redundancy, no resource limitations like kaiprocessing, memory buffer size and even
if link failure there back up for data transmission
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6. MAC (Medium Access Control)

In wireless sensor networks, energy efficiencyhis major issue and during communication
different nodes send data at the same to the sitlage station so collision may occur and
these packets can be corrupted and for retrangmissmergy is consumed. A properly
designed MAC protocol allows the node to accesschianel in a way to save energy and
can support quality of service. A MAC protocol igrmally based on one or several multiple
access schemes like TDMA, CDMA, and FDMA (explaibetbw).

6.1 Multiple Access Schemes

Following are the paragraphs showing the Multipteéss Schemes used in WSNSs.

6.1.1 TDMA

The purpose of Time Division Multiple Access is dgove time slot to the nodes so that
different nodes can access the channel withoutiscmil In WSNs, different nodes
communicate with a base station or sink node. USIDYIA, a time slot is given to the node
so that each node can send data to sink in that ¢iot and during the inactive slots nodes
sleep to save energy. In this case, nodes canullseahdwidth during the time slot. In this
scheme, clock synchronization is required to avodllisions; therefore sinks have to
broadcast the clock synchronization packet to atles while it has to receive the packet to
avoid the collision. While receiving the packehds to be reactive from sleep mode, as the
active modes energy is consumed in this case.

6.1.2 FDMA

In TDMA, each node has to be in active mode to ivecéhe synchronization packet and

might have extra communication delay caused bytithe based access. FDMA avoids this

problem by dividing the bandwidth in multiple chamso that each node can have its own
channel to send the data without delaying. In FDMAles exchange their schedules in order
to get synchronized.

6.1.3 CDMA

Code Division Multiple Access is a technique in g¥hdifferent node use different codes in
sending the packet and it provides the simultané@msmission with slight interference. It
overcomes the drawback of communication delay iMRDand limited bandwidth in FDMA
as it provides the full bandwidth to the nodes.

7. Carrier Sense Multiple Access (CSMA)

In carrier sense multiple access, the nodes séesehiannel. If the channel is free then they
send the packet using full bandwidth. In this tegha nodes lose a lot of energy because they
keep sensing medium all the time. In dense netwibik transmission suffers from frequent
collisions and the communication delay increases.the next section we will discuss
protocols building upon the CSMA scheme.

49



Real Time Support and Energy Eéfidy in WSN

50



Real Time Support and Energy Eéfidy in WSN

8. Detailed Studies of MAC Protocols

Now we will discuss about MAC protocols used inelss sensor networks. A well designed
MAC protocol can give energy efficiency and realeaisupport to a wireless application. We
will discuss how the protocols work, their featusssd their performance in a surveillance
application.

8.1 Sensor-MAC (SMAC) Protocol

In wireless sensor networks most important featar¢he lifetime of the network which
depends on the battery of a node and to make rggredficient we need a suitable MAC
protocol. There are different reasons due to whacimode wastes a lot of energy like
overhearing, idle listening and collisions. The S®Iprotocol has an ability to overcome
these factors that cause energy wasta@e.Heidemann, and Estrin [31] implemented the
Sensor-MAC protocol on a Mote developed at Uniwgrsi California, Berkeley and they
used the TinyOS platform. Tippanagoudar, Mahgoub, Badi [58] implemented the SMAC
protocol in the java based simulator JIST/SWANS andS2.

Features of SMAC
Following are the features of the SMAC protocol.

* Overhearing Avoidance
» Collision Avoidance

» Periodic Listening

* Message Passing

Periodic Listening

The SMAC protocol uses a periodic listening schéogave energy, because due to idle state
of a node, it wastes a lot of energy. In order veroome the problem, the SMAC protocol
puts the node in sleep state. If there is no evtkan the node goes to sleep state and turns off
the radio to save the energy.

Listen Slee||p tes Sleeﬁ!)

Time
Fig: - 17 periodic listening scheme of SMAC protodo
Figure 17 shows the periodic listening scheme efSMAC protocol. Sleeping and listening
times vary from application to application. Eachdadn a wireless sensor network has its

own sleep and listening schedule but to reducectir@rol overhead, neighboring nodes
synchronize together so that they sleep and Istéine same time [31].
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In multi-hop networks, nodes may have differentesitlles and they broadcast their schedule
periodically so that other nodes can communicatea wireless sensor network each node
broadcasts schedules to its neighboring nodes éefoing to sleep state so that the
neighboring nodes can have information about esttbr @nd each node has a schedule table
to maintain the schedules.

The following steps can be taken to maintain theedale and schedule table.

A node listens for a schedule from its neighboit finds any scheduled message then it will
adopt it, otherwise it will set the sleeping tinemdomly and it broadcasts the sync message to
other nodes. In a sync message, it informs to atbees that it is going to sleep state after
this time interval. If a node listens to a scheduten a neighbor node before choosing its
own schedule then it will adopt that schedule. il wait for a random delay and then
broadcast the schedule which it has in its schetidke t-td. If a node receives a schedule
after broadcasting its own schedule then it willimtein the schedule table by storing the
received schedule and its own schedule so thantlte can wake up according to the
neighbor schedule and its own schedule.

Source 1
Sync
Slee
Cs P
'
Source 2
RTS
cS Send data if CTS received
'
Source 3
Sync RTS
cs cs Send data if CTS received

\

Fig: - 18 Steps a node takes to send sync or to detata to other nodes using SMAC.

Figure 18 shows which steps a node takes to sem@®yto send data to other nodes. [31]
Case 1 Source wants to broadcast the sync message.

Case 2 Source wants to communication with other node

Case 3 Source wants to send sync and communication atitér node.
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In case 1, the Source wants to broadcast the sytkepwhich includes the Source address
and the information about time to sleep. To do tirgt it will sense the medium for a
moment. If it founds the medium free then it wilbjg carrier sensing and will broadcast the
sync message.

In case 2, the Source want to communicate withratibdes and for communication first it
has to occupy the medium by sensing the mediunt.idffree, the node will send the RTS
(Request to Send) message to the other node ahdvaitl for the CTS (Clear to Send)
message from the destination node to establishctmmection. After receiving the CTS
message, the Source can transfer the data.

In case 3, the Source wants to inform other nobtlestats schedule and also wants to transfer
the data. First it will start carrier sensing aetd the sync message. After this it will again
sense the medium either by using the medium dri# free it gets a medium, then it starts
sending the RTS message to the nodes for trangjetiie data and it will wait for CTS
message from the destination end. Once it recéinee€TS, it will start transferring the data.

Collision Avoidance

In a wireless sensor network multiple nodes cak wath a single node. If multiple nodes
send messages at the same time, then there isnaecfa collision to occur which causes a
waste of energy. To overcome this problem, the SM@ocol uses the physical and virtual
carrier sense [32].

Whenever a node transmits a packet, it also insluble time duration of the transmission
specifying how long it will communicate with otheodes. The purpose of this information is
if any node receives a packet which is not intenidedt, then it will keep quiet during the

transmission. It will store this information in anable called network allocation vector
(NAV) [31]. It will set the timer with respect tdhh¢ NAV value and when the NAV value
becomes zero, the node will be able to transmdata because the medium is free now.

In physical carrier sense, each node senses theiméalr a certain amount of time. If it finds
the medium free, it starts transferring the dataemwise it will go to the sleep state and sets
the timer to awake itself so that it can start septhe medium again.

Overhearing Avoidance

Overhearing also consumes a lot of energy becaumssla receives a message which is not
intended or destined for it. In the SMAC protoaghenever a node receives a packet which is
not for it, then the node receives a control messagd goes to sleep state until the
transmission completes. A control packet is smalian the data packet and if a node keeps
listening to the data packet on the medium it usdet of energy though it is not the
appropriate destination to receive the data pad&iAC lets the node listen to the control
packet and send it into sleep state; the noddss@inier with respect to NAV value to awake
itself.

Adaptive Listening
The SMAC protocol saves energy by putting the niodsleep state periodically but due to

periodic sleeping, latency increases in multi-hepyorks, when there is information that has
to be passed on the network. SMAC uses the adaliiieming technique to decrease the
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latency. It wakes up the nodes which overhear #oket at the end of a transmission using to
the control packet they received as described abidwe node will not need to wait listening
to the schedule of the neighbor node and it cad #em message immediately. If there is no
information during the adaptive listening then tizele will go into sleep state. [32]

Message Passing

In a wireless sensor network a message containsmation about an event that occurred.

The message can be small or long, usually long agessincrease the latency and can also
waste the energy. If the few bits are corruptedirst transmission then a retransmission is

done due to which lots of energy is consumed. Aylamessage can be divided into small

packets but for transmission of each packet coptroket is needed and due to control packet
for each small packet transmission delay will bereased. The SMAC protocol divides the

long packet into small fragments and sends theilounst. SMAC uses only one packet for

RTS and CTS for the whole transmission. In thisagibn when a packet is sent, the Source
waits for the ACK and if it gets the ACK packetriansfers the next fragment. On the other
hand, if it does not get any ACK it increases ttagmissions time by one fragment and

retransmit that fragment.

The current transmission can be corrupted at thecBoend if the Source does not get an
ACK from the destination. If an existing node wakgsduring the transmission process, it
can start using the medium if it finds it free. §imay lead to disturbance in the transmission
at the destination side. To avoid this, each pactietains the field for transmission duration.
If a new node joins the network during the transmois, after receiving the RTS or CTS
packet it will go to sleep state and when it walipsit will be able to get information about
extended period of time if there is a packet loss.

Protocol Performance in surveillance applications

SMAC protocol reduces the energy consumption thmowgerhearing, avoidance and
message passing. It also makes the node energyesffithrough periodic listening and
sleeping scheme. If we look at SMAC with respeduoveillance applications, then it will be
suitable when the network structure is static dretd is a constant data rate because it uses
the constant duty cycle and if there is a variatiothe traffic then most of the energy of the
node will be wasted in the idle state. [33]

8.2 Timeout-MAC (TMAC) Protocol

In wireless sensor networks, idle listening wadtdés of energy of a node. The SMAC
protocol tries to reduce the idle listening timeotilgh a periodic sleeping / listening scheme.
If there is dynamic traffic, then there are somaraes of idle states in SMAC, for example if
there is a small message which takes 10 secordsngmit and receive. SMAC uses around
20 seconds to receive and transmits the messageisTdctually referred as active time which
will be 10 seconds and its idle time will be 10@®ds. It means, it is wasting 50% of energy
by idle listening. To overcome this problem, The A®™ protocol introduces the time out
scheme in which a threshold value is defined aradnbde does not hear anything within the
duration of the threshold value then it will go skeep state. Langendoen [34] carried out
simulations of the TMAC protocol in OMNeT++, whias a C++-based discrete event
simulation package developed at the Technical Usitye of Budapest and then they
implemented this protocol on the EYES hardware.
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Fig:- 19 the comparison between SMAC and TMAC dutyycles
S =SLEER A=ACTIVE, | = IDLE

Figure 19 shows the comparison between SMAC and TMiAty cycles. We can see that
SMAC uses the constant sleeping/listening time avilIMAC’s listening and sleeping time
changes according to the traffic. In SMAC, a nodesuess active time if there is variation in
messages rate and the rest of the time, the nage ist idle state. On the other hand, TMAC
active time varies with message rate. It usesithe-but value to reduce the idle listening.

Overhearing

Like SMAC, TMAC also uses a control packet to avowgrhearing. A node will only listen
to the control packet and will go to sleep staté set the timer to awake itself according to
the information in the control packet. Control patskare smaller than data packets and
contain information about how long the transmissigih continue so that other nodes remain
in sleep state during this transmission.

Synchronization

Synchronization is important to increase the pemnfoice of the network. TMAC uses the
SMAC synchronization scheme in which a group ofe®dakes a virtual cluster and for
synchronization each node broadcasts the sync packthe network which contains a
schedule of the node, so that other nodes can kviwm it will go to sleep state.

Due to the early sleeping problem, synchronizabbhistening period can be broken [35].
TMAC gives two solutions to solve the early slegpproblem in which a destination goes to
sleep state while the Source has data to send.
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Early Sleeping Problem

Overhear CTS from Bto A

CTS

CTS
Fig:- 20 Early Sleeping problem

Figure 20 shows how early sleeping problem occher& are four nodes A, B, C and D. Only
A can talk with B, B with C and C with D. If nodewants to talk with node D then there is a
possibility of contention loss due to the RTS padkam B or it can overhear the CTS packet
from B to A.

If node C listens to a RTS packet from node B, it kgply with CTS to communicate with it
and this CTS packet can be heard by D. Each copaaiet contains information about how
long the transmission will take. When node D hebes CTS packet, it will set the alarm
according to the CTS and it will awake when thesraission ends.

After finishing the transmission with B, if noded®erhears a CTS packet from B to A, then it
has to keep quiet and node D doesn’t know aboutdnemunication between A and B. So
node D will go to sleep state and C will be undblsend the data to node D.

To overcome this problem TMAC introduced two salog [34]
* Future Request to Send
» Taking Priority on Full Buffers

Future Request to Send

Overhear CTS from Bto A

/L RTS Q FRTS

CTS

Fig:- 21 Future Request to Send

In the FRTS scheme, a Source sends FRTS packefotani the destination that it still has
data for it. Whenever a node overhears a CTS paitkeitl immediately send a FRTS packet
to the destination so that the receiving node cakewp at that time.

When node C overhears a CTS packet from B to wiliimmediately send the FRTS packet
to node D and it will tell how long the transmigsibetween A and B will take so that D can
awake when the transmission will finish.

FRTS packets can disturb the transmission betweamddB so to avoid this, node A will
postpone the data packet and during this time hanatode can get access to the medium. In

56



Real Time Support and Energy Eéfidy in WSN

order to hold the medium, node A will send the D&&nd (DS) packet and after the DS
packet it will send the data packet.

Taking Priority on Full Buffers

Taking priority on full buffers is another schenmeavercome the early sleeping problem. In
this scheme, when a node buffer (memory contaireging information) is full then it will
prefer sending to receiving. Whenever a node resea/RTS packet which is destined for it
and if its buffer is full, then it will immediatelgend its own RTS packet instead of replying
with a CTS packet. In this situation, the node hagher chances of getting access to the
medium. On the other hand the transmission flow el limited. The taking priority on full
buffers scheme is good for node to sink or nodadde communication. It is not good for
omni directional communication where traffic loadhigh and due to limited flow, latency
can be increased. TMAC uses this scheme only wbee fooses access to the medium two
times.

Protocol Performance in surveillance applications

The TMAC protocol is an improvement of SMAC anti@ndle the situation of varying traffic
using time-out values. Synchronization is the samen SMAC and it handles the early
sleeping problem by sending FRTS packet and a byfferity scheme. In surveillance
applications, nodes are scattered in large aredidcaprocess an event or send it to a sink,
multi-hop communication is required. TMAC has arvatage over SMAC because it
reduces the latency through Future Request To $aridn heavy traffic TMAC suffers from
high latency and limited throughput. [36]

7.3 Sparse Topology and Energy Management (STEM)

Most of the applications in wireless sensor netwdlike surveillance, monitoring, battlefield
application etc) require fast forwarding of dathe$e applications consist of large networks,
containing large numbers of nodes. Whenever a sedses an event it should forward the
data towards the sink. Each node within the arearsvthe event occurred should participate
in forwarding the information to sink so that thedeuser can see the event occurrence in a
specific area. On the other hand, each node shmilkehergy efficient to prolong the life of
the network and for this purpose each node shauld off the radio periodically or when
there is no event to sense.

STEM is an event triggered protocol used for appiccis where nodes spend most of the
time in waiting for an event. If any event occuhert it forwards the data to the desired nodes.
In a wireless sensor network a node spends hudgeopagnergy sensing an event and
forwarding it into the network refers as transiegristate. STEM reduces the energy in
monitoring state and reduces the latency betweemtarong and transferring states. In the
work reported in [37], the authors used the Palaiggom (A parallel simulation environment
for complex system) to simulate STEM. Parse is\amedriven parallel simulation language.

Coordination among Nodes
To trace an event and forward it to the sink nadlenodes must be synchronized. In event

triggered networks, most of the time nodes remaimmbnitoring state and waste lots of
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energy. There are two topology management techsjdsifAN and GAF, introduced in [38]
and shortly described below.

SPAN

SPAN is a technigue which is used in multi hop reks to save energy. The idea of span is
that when a specific number of nodes are sharigbamnel, then only a small number of
nodes can forward data. SPAN allows the nodes tkentacal decisions on the basis of the
energy it has and it is helpful for others node& Btays awake or to sleep. In SPAN, the
lifetime of a network is based on the idle-to-sleelation and the density of the network. If
the relation between idle and sleep time and thsitle of the network increases, then the
lifetime of the network will also increase.

GAF

In the Geographic Adaptive Fidelity approach, teaser network is divided into grids and
the grid size is constant, it does not depend enddmsity of nodes in the network. In each
grid, only one node remains active and the reth@hodes remain in sleep state.

Working of STEM

STEM uses two radios to save energy of a wireleas@ network. One is a data radio and
the other is a wake up radio. The wake up rad®tlet data radio remain in sleep state until it
finds an event to transfer or to operate. The wakeradio uses a low duty cycle and it
periodically listens for events. If there is angeivwhich has to be processed, then it activates
the data radio. There is another technique to Haenergy by putting the one part of the
radio in sleep state while second part in monitpstate [39]. Instead of heaving two radios
one radio can be used and switch between the wpkand transfer state using different
frequencies. This can lead to a problem if a tangete transferring data wishes to wakeup
another node. It has to postpone the current irddion and latency will increase.

If a node away from sink and it sensed an eventhvis not sensed by the node near to sink.
It cannot forward the information to sink because next node is in sleep state.

To handle this kind of situation, STEM lets the esdurn on their radio periodically and
listen if any node wants to communicate with them.

f 1 wake up R
® )
f 2 Data

Fig:- 22 STEM

Figure 22 shows the idea of STEM, in which two oadire used having frequency f1 and f2.
Suppose node A sensed an event and it wants tefdrathe information to node B. Then it
will send a signal called beacon to wake up theend&®l and it will wait for the
acknowledgment from B and the time interval of cectron between node A and B is
sufficient to send and receive the acknowledgm&fter receiving the acknowledgment from
node B, node A will transfer the data and both nAdend B will keep their radios on until
they finish the communication. In STEM, nodes dism their data radios on to avoid the
collision of beacons and if the node hears anyistofl then it will not respond. If any node
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awakes due to the collision and it is not the t@derode, it will turn on its data radio and
wait for a short time. If it does not find any daitawill turn off its data radio and will go to
monitoring state.

STEM and GAF

STEM is useful for event triggered applications veheodes are scattered. The combination
of GAF and STEM will work fine in this situation thi combining the grid feature of GAF
and connection setup feature of STEM. GAF savesygrey dividing the network into grids
and then selecting a node as a leader. The leadwims active while the rest of nodes in the
grid remain in sleep state. In the leader selegtimtess, every node will start a discovery
process to become a leader. The node that has energy than others will be elected as a
leader and it will perform functions like data aggation and routing [53]. In the combination
of STEM and GAF, a leader will perform STEM opevsas. To avoid multiple leaders in a
grid, if a node wants to be a leader, it has tapeat connection with an existing leader using
STEM. [37]

Protocol Performance in surveillance applications

Sparse Topology and Energy Management is an effiteehnique in energy saving specially
in surveillance application where hundreds of naalesplaced in the area and waiting for an
event to transfer. The combination of GAF and STEMjood approach for large network

where it is needed to subdivide the network intalsgrids to increase the performance of the
network. It is a good technique for energy saving # reduce the setup latency between
nodes which helps in build up faster communicat@ths. The data can be transferred
between nodes with short delay which shows its tiea support for event triggered data

transfer through the network, but on the other hiamsl expensive to have two radio which

increase the overall network cost. It also consusmse amount of energy to wake up the
data radio.

8.4 Traffic Aware Energy Efficient MAC

Traffic Aware Energy Efficient MAC uses the samehieique to save the energy as used in
SMAC but instead of fixed duty cycle, it makes thaty cycle adaptive according to the
traffic information. Due to the fixed duty cycle wm using the SMAC protocol, a node
consumes energy when there is nothing to procesamube it has to stay in its listen state. In
SMAC, a node uses control messages for communica&or synchronization, SMAC uses
sync messages and each node can send or receiggnthgacket in its listen period. The
neighboring nodes form virtual clusters and in eeldster all nodes have the same schedule
which reduces the latency. If a node wants to comaate with other nodes, then it has to
send a RTS packet and the destination will respavide CTS packet. After receiving the
CTS packet, the Source can send the data and badlesnshould active until the
communication is finished. [31]

The TMAC protocol follows the SMAC scheme and tmergy consumption is same at a
constant message rate while it shows better rélsatt SMAC when there is variation in
messages rate. In TMAC, each node tries to trangsngueued packet at the beginning of
each frame with maximum rate to win the mediunma Hode losses a contention it should go
to sleep state and wait the entire frame which geyse energy waste, low throughput and
increased latency. [40]
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Like SMAC, Traffic Aware Energy Efficient MAC alsdivides the duty cycle into two parts,
one for listening and one for sleeping and it shetcthe state of the node periodically to save
the energy. For synchronization it uses the syw&gtdike in SMAC and TMAC. TEEM [57]
improves the SMAC protocol by adding two featuifésst it turns off the radio of a node too
early if it heard the data which is not for itwtll just listen theSyncRTS packet and go to
sleep state. Secondly it doesn’'t use the separb& fRcket for communication. In [57], the
authors reported experiments using Mica Mote tosmesathe energy consumption using the
TEEM protocol.

SMAC Listen
‘ Sync ‘ RT7 CTT Sleep
TEEM
Listen
Sync data  Sync no data Sleep

Fig:- 23 Duty cycles of TEEM and SMAC protocol

Figure 23 shows the duty cycles of TEEM and SMAGtgrols. SMAC divides the listen

period into three parts, sync, RTS, CTS. The domatf the listen state is 118 s while in
TEEM, the listen period consists of two parts, sgata and sync no data, and the time
interval of the listen period is 83 s. In TEEM, fisten period is less than in SMAC. The first
part of the listen period in TEEM contains data lelihe other part contains no data. Both
packets are used for synchronization. Each noddistén in the first part of its listen period

whether someone has data to transfer or not. tétlseno data then it will send its own sync
packet

Sync Packet

Length Type SedN| From Add| Sleep Time | CRC

RTS Packet

To Add |From Add Duration CRC

(NAV)

Length Type

Syncrrs Packet | + ‘

L 4

Length Type State SeqN To Add From Add | Sleep Time Dl;rNaAﬂ\.?)n CRC

Fig:- 24 Packet Format (redrawn from[57])

Figure 24 shows the packet forma uses in TEEM. SMAEs separate RTS packets for
communication which consumes energy. Instead afgusi separate RTS packet, TEEM
combines the RTS packet with a sync packet andssénuh its first listen period |i. e.
Syncdata It just adds the two fields of RTS packet addreéghe destination and the
Network Allocation Vector (NAV). By adding the adds of the destination, the other nodes
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can see who should receive the data and the Nettw&ation Vector describes the duration
of the communication. When a Source broadcastsythe packet, the nodes will update their
timer according to the NAV for synchronization. Té@mbination of sync packet and RTS is
named aSyncRTS Whenever a node wants to communicate with otbdent will send the
SyncRTSpacket in its sync data part.

SMAC

Listen Sleep Listen Sleep
€+ —p —> +“—p « >
Sync  RTS CTS Sync  RTS cTS
L1 L - Lall
Sync  RTS T T Sync

Sleep
Got Syng Got RTS Got Data Got Sync < >
CTS Ack

fot Sync| Got RTS|got CTS‘ <« eer | Ppotsync Sleep

Listen Sleep Listen Sleep
< >
B e i S EE——— +—> < >
Syncno
D:
SyncData Dats
Sleep Sleep
Gots < »
Got CTS |G ot Ack yne
SyncRTS T T
* Sleep
[ Sleep
Got < >
SyncRTS Got Data <+ ‘
cTs Ack Syne Ack
Slee Sleep
Got 4P—b Got Sync | >
SyncRTS

Fig:- 25 Fixed Duty Cycle vs Adaptive Duty Cycle @drawn from[R.57])

From figure 25 we can see the difference betweerdtity cycles of TEEM and SMAC. In
SMAC nodes stay alive in their entire listen peraotl they can sleep for a very short period.
If we look at the figure of SMAC, whenever node Ams to communicate with node B, it
will broadcast the sync packet. This packet cahdmrd by all nodes. After sending the sync
packet, node A will send the RTS (Request To Sand)node B will reply with CTS (Clear
To Send) packet but other nodes can also receesethacket because they are still in listen
period. After exchange of RTS and CTS packets, hottes will be in active state until they
finish the communication. On the other hand, ifromle has data to transfer, they will just
broadcast the sync packet so that other nodesycahrenize according to their schedule like
discussed in [R.31]. In this state, when thereoiglata to transfer or receive, the nodes waste
energy which affects the entire lifetime of thewatk.

TEEM reduces the size of the listen period by caorng the sync packet and RTS packet in

SyncRTSpacket. When a node A wants to communicate witrer@®dt will sendSyncRTS
packets instead of a separate RTS packet. B3ticRTS packet has information of the
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Source, destination and duration of the commurooatirhe destination node B will reply
with a CTS packet and then node A will transfer tdaga. After receiving the data packet,
node B will send the ACK packet to node A which fooned that B has received data
successfully. ThisSyncRTS packet can be picked up by other nodes like in SMAQ
TEEM lets the nodes in sleep state after receithiegyncRTSpacket in their first period of
listen interval i.e.Syncdata As a consequence, the undestined nodes willogeger sleep
time as compared to SMAC. If no node has datasiguteue, nodes will wait for data in their
first part of the listen period, i.&yncdata If they found no data then they will broadca# th
“sync no data” packet. And after receiving or tfangng the “sync no data” packet node will
go into the sleep state.

Protocol Performance in surveillance applications

Traffic-Aware Energy Efficient MAC is better witrespect to energy efficiency than other
contention-based protocols like SMAC and TMAC beeail gives more sleeping time to a
node. If we apply this protocol in surveillance bgagtion, it will not work well because it
only provides one hop forwarding per transmissitot. SOn the other hand, single-hop
communication is good if the network is small.

8.5 Distributed Energy Aware MAC Protocol

In wireless sensor networks, energy managementigieal issue: energy can be wasted in
the form of collision, overhearing or idle listeginContention-based MAC protocols give the
solutions of energy management in term of pericgleep/listening. Some of them use
constant duty cycle, while some use adaptive dytfecto reduce the idle listening. For
collision avoidance they use control packet. Ovaring can be avoided by putting the radio
off after receiving the un-destined packet.

The most common and easiest way to implement a NdAZocol is IEEE 802.11, which
reduces the amount of collisions by way of conpatkets. It uses the CSMA/CA technique
to access the medium. It is not an energy-efficgotocol because it does not handle the
situation of overhearing and idle listening. PAMA@ower-aware Multiaccess with
Signaling) [52] reduces the energy by using anaftthannel signaling. It uses two channels:
one for communication and the other for probesr@@nean be wasted due to the collision of
probe messages.

SMAC is the improvement of PAMAS and it reduces #mergy of nodes using periodic
sleepl/listening method. It avoids overhearing byihg off the radio of the nodes if they
receive the undestined packet. The node will oatgive the control packet and it will set the
timer according to the NAV value specified in thentrol packet. Due to possible collisions
of RTS and CTS, packet energy can be wasted.dtsgscifies the constant sleep and listen
period for a node, which is not good, as it hasl¢last energy ratio compared to other nodes
[42],[31].

The Distributed Energy Aware MAC [43] protocol iscantention free protocol. It uses a
TDMA scheme in which every node has pre-assigmad slots through which it can transfer
the data. A node knows its neighbor’s time slotstswill remain in wake-up state even
though its neighbor node has data to transfer trimg to send. In DEMAC, evenyode has

to use its own time slot to transfer the data stoassoid collision. DEMAC treats the nodes
with respect to their energy level and it gives enhme to a node which has less energy than
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other nodes. To save energy, it uses the periatiense and if there is no data to transfer
node will sleep. DEMAC conducts an election peratly and all nodes will participate in
the election. Every node will send the energy-lawelssages which is sent with scheduled
transmission packet within their scheduled timé. S0 there is no extra time slot used for the
energy level packet. If the node’s energy levelrgases below a threshold value, it will go
into the election phase and it will send the endeygl packet to all its neighbors. By their
vote, it will check whether its energy is lower théhe others’ energy or not. If its energy is
lower than the others energy, it will be the winnede and it will increase its time slots so it
can sleep. The other nodes are stated as losemsithmgcrease their time slots. The winner
node will also send its energy-level packet after ¢lection. The authors used SensorSim to
simulate the DEMAC, where SensorSim is an extengfdhe NS-2 simulator [43].

In the DEMAC protocol, the following types of pat&ere used in the data transfer and the
election procedure:

» Data Packets
> Control Packets

Data Packets:

Data packets are the normal packets which contafiormation of a specific event and
transfer them to the base station.

Control Packets:

These packets contain information about the typeaifket and the attribute it has, like
transmission time, addressed etc.

Control packets are further divided into two catégm

> Vote Packet
» Radio Power Mode Packet

Vote Packet:

A node uses this packet when it enters into elegbioase. It indicates the information about
the energy level of nodes. The leader or winneesatépend on this information.

Radio Power Mode Packet:

This packet indicates that the Source is usingstoteor two slots for data transmission.

Each node knows when it should wake up to receata,ds it has destination table which
indicate the source address and the slot numbetedNases the extra-state variable Radio-
Power-Mode to maintain the information regardirgyrieighbor, so it sets the radio mode in
receiving state if its neighbor has data to send.

Phases of Node:

A node can be in two phases:
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» Normal Operation Phase
» Vote Phase

In normal-operation phase, a node sends the datepia its own time slot and if it does not
have anything to transfer, it will go into sleeptst It has to wake up during the time slots of
its neighbor so that it can receive the data. @natiher hand, a node enters in the vote phase
when its energy becomes less than a threshold.value

Vote Phase Operation

iF NE <= TA

Send energy level l

NLi] Send radio mode and energy level

l

if NE <MN[
il

then send vote l

NE

l

check the
votes

Negative Vote l

Set Radio False

—
]

Positive vote
- = Set Radio True

Fig:- 26 vote operation phase of a node

Figure 26 shows the vote-operation phase of a nddenever a node ener@dN become

less than a threshold val@i@,, it will send the energy level packet to other reod@]. Then

each node will process the packet and see if gsggnis less than that specific node. After
processing the packet, it will send the vote negadir positive to that node. After receiving
the energy level packet from other nodes, it watide whether it will become a looser or a
winner. From the figure above we can see that where is a positive vote the radio mode is
set as true and then the node sets other nodestsviéinergy levels and the radio mode for
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further operation. If it gets a negative vote, ill wet the radio mode false and the number of
time slot will decrease. [57]

Normal Operation Phase

Node

no check the radio of ifti ot no
———— P neighbor nodes by local ———p L e ocl —»  radio off
state variable Sing.uss

yes
yes

put the radio in
no receive mode

If has data — P off radio

Its own slot
or not

send data

Others
Node

Fig:- 26 vote operation phase of a node

Figure 27 describes the normal operation phaseraide. As we have discussed above, in
DEMAC, each node has pre-assigned time slots amakito transfer the data in these slots. In
normal-operation phase, each node has to decidtherhiéwill sleep or send data in its time
slot. If a node has data in its time slot, it vedind the data to the destination and both nodes’
radio must be in receiving mode. If the node daashave data to transfer in its own slot, it
will go into sleep state. On the other hand, a nesks the local state variable to check the
radio of neighbor nodes. It will check the timetsdb its neighbor nodes to find out whether
they use time slots or not. If they have data,ilit put the radio in receiving mode, otherwise

it will turn off the radio.

Protocol Performance in surveillance applications
Distributed Energy Aware MAC protocol is a TDMA-leak protocol. If we look at this
protocol from a surveillance point of view, it wiljive better quality of service than

contention-based protocols. It provides collisioeef communication because each node has
pre-assigned time slots. DEMAC uses an electiorcge® which can increase the energy
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consumption and latency in heavy traffic. It alsoreases the energy consumption of a node
because it has to listen in its neighboring tinmsslit can only sleep in its own time slots.

8.6 Power Aware Cluster TDMA (PACT)

In wireless sensor network applications like sulaece, a large number of nodes are placed
to detect an event where the typical communicatietmveen the nodes is multi-hop. PACT is
a TDMA-based protocol used for large multi-hop Weéss sensor networks. PACT uses
adaptive duty cycle with respect to traffic. Itrnarthe radio off if there is no traffic in the
network. It uses the passive clustering to saveetiergy in which small number of nodes
participated in the communication are called clusteads and gateways. These nodes are
elected with respect to their energy level andimhieates the need to send a separate packet
defining the energy level. The authors of [45] dmbed the PACT protocol in GlomoSim.
The GlomoSim provides fast simulation of large rertw

Features of PACT
The following are the features of Power Aware @tesd TDMA [45].

» PACT uses passive clustering in which one nodeaac communication backbone
within a cluster.

> It selects nodes as gateways which are membersx@foo more clusters, where
communication between the cluster heads is possible

» PACT selects nodes as cluster heads and gatewsgd ba their energy level.

» PACT uses adaptive duty cycle with respect toitathd it turns off the radio of the
nodes during inactive period or when there is affitrto transmit.

> It uses a simple scheme to select the active ggsewatween neighboring cluster
heads.

PACT considers both the space and time domain tonmze the energy consumption and
communication cost. In the space domain, PACT ukespassive clustering structure to
minimize the communication cost, while it savesehergy by allowing the nodes to use only
active slots and sleep during in inactive slotg.[45

Passive Clustering
In large multi-hop wireless networks clustering gattitioning are common techniques to
prolong network life. To select the cluster head icluster, each node sends a separate energy

level packet. But in passive clustering as desdrine[46], it eliminates the use of separate
energy level packets.
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[ Cluster-head
A Gateway

@ Cluster member

Fig:-28 Passive Clustering

Figure 28 [47] show the concept of passive clusteim which each circle shows an isolated

cluster. Each cluster contains cluster-head gatewmdycluster members. The nodes exchange
their energy level by adding two extra bits in gveressage [48]. Cluster heads are selected
based on their energy levels. The nodes that ambeies of more than one cluster are called
Gateways, which allows clusters heads to commumieatong themselves. These cluster
heads and gateways forward the traffic in the emt@twork.

In [48], the authors describe the low energy stBES) of cluster heads and gateway nodes.
When the energy level of cluster heads and gatewageme less than the threshold level,
they change their state to LES. A node in the LESeswill not act as a cluster head or
gateway until it is recharged, but it can partitgpas a cluster member. Each node exchanges
the information of cluster heads ID using a conpatket and this information limits the
number of gateways between the cluster headseléthre multiple gateways, the node with
the highest number of IDs will be selected as @&way and the rest of the gateways will
preserve their energy for future use.

Slot Assignment Schemes
There are two common slot-assignment schemes used:

» Node Activation
> Link Activation

In the node-activation scheme, each node usegke sime slot to transmit the information to

a number of nodes. While in the link-activation estie, a node can transmit a packet to its
neighbor only. In link activation, a node sendepasate broadcast message to its neighbors.
Node activation is suitable for those applicatiarieere the network is large and with a low
traffic load.

In PACT, each frame consists of control slots aath élots. Each node uses a control slot to
inform other nodes about its data slots and duggngh control slot all nodes will turn on their
radio. Control slots remove the transmission confimong nodes because every node can
know about transmission or data slots of its neigimy nodes through the control
information. The member nodes will give priority tlee cluster heads and gateways in slot
selection while in each control packet, the nodéspiecify the destination address so that the
destination node can turn on its radio and otheleaaan turn off their radio during inactive
slots.
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Protocol Performance in surveillance applications

The PACT protocol is a TDMA-based protocol in whieach node has pre-assigned time
slots to provide collision-free communication. lewook at this protocol with respect to

surveillance application, it will give better resulbecause it provides collision-free

communication. It uses the passive clustering tieglento make nodes energy efficient by
only allowing gateways and cluster head nodes ttcgzate in data forwarding. On the other

hand, each node has to listen to the mini slotoatrol packets from other nodes in order to
get the control information. This may lead to s@mergy consumption.

8.7 A Lightweight Medium Access Protocol (LMAC)

Wireless sensor nodes consist of RF Transceiveichaidlows it to receive or transfer the
signal. During sleep state the transceiver of thaes turn off their oscillators to save energy.
When nodes change their state from sleep to lishentransceiver turns on their oscillator in
order to receive the signal. The oscillator take®tto restart which causes it to utilize some
amount of energy. If this process happens frequénthay effect the network life time. The
switching states of transceiver must be minimized should be traffic adaptive to prolong
the network lifetime. [49]

The purpose of MAC protocols is to minimize the rgiyeconsumption by decreasing the
collision probability, overhearing and idle listegi and to provide effective communication
using limited latency and data loss. LMAC is TDMAded protocol which tries to minimize
the transceiver switches and make the switchintg-s$taffic adaptive. It allows the nodes to
sleep when there is no data to transfer. The LMAgIqgeol is based on Eyes Medium Access
Protocol (EMAC) described in [49]. The EMAC protbe®a TDMA based protocol in which
each node has one slot to transmit the data iaraefrand it can reserve the slot in the next
frame. It divides the frame into three parts: Comioation Request (CR), Traffic Control
(TC) and data section. In [49], the authors usedNeM+ simulator to simulate the LMAC
protocol.

TIME SLOT

CR TC DATA CR TC DATA

Fig:- 29 Frame Format (redrawn from [50])

Figure 29 shows the frame format used in the EMA&qeol. Each node has one slot in the
frame to control the slot. In the CR part, nodes send a request for data, such as the RTS
message in SMAC, to the node which is owner oftitine slot. In TC part, the owner of the
slot sends the control information about the datéckvis sent in the form of address, type of
packet etc. After the TC part, the data unit isgfarred. Similarly to EMAC, the LMAC also
allows the nodes one time slot in a frame. And ttey get a chance to reserve the slot in the
next frame. In the LMAC protocol, a time slot ividied into two parts.
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» Control Message
» Data Message

Time Slot n Time Slot n+1

CM DM cM DM

Time

Fig:- 30 Frame Format (redrawn from [51])

Figure 30 shows the TDMA-Frame format of the LMA@tocol in which each time slot is
divided into two parts: control message and datssage.

Control Message

The control message is a fixed sized packet andrites control information like control id,
current slot number, distance to the gateway, léaigth, destination address, occupied slots,
collision in the slot (further information on thendrol packet can be found in [21]) A control
packet is also used for synchronization. Each radeto listen to the control packet from its
neighboring nodes.

Data Message

The data message has information about the destinabdes. Both source and destination
will keep their radio on until they finish the coramcation. The source node will send the
control message including the destination addreésré sending the data message. If there
are multiple destinations, all destination node# keep their radio on to receive the data
message after receiving the control message. I Isource and destination nodes have
finished their communication before the expiratamthe time slot, they will turn off their
radio to avoid idle listening.

The LMAC uses a distributed algorithm to find frelets. The LMAC protocol allows the
node to select the slot that is not in use withwo-hop neighboring nodes. The new node
selects the time slot before sending data. It bdssten all control messages in a complete
frame to find a free slot, as each control mesdaage information about the time slot it
contains. The new node will operate ‘OR’ to alle®ed occupied slots and then it can find
which time slots those are free. [50]

Network Setup

In order to make the network setup perfect all sosleould be synchronized. In SMAC [31]
and TMAC [34] the nodes wait for some time to Iiste the schedule from other nodes. If it
does not hear anything, it will select its own stile and broadcast it. In LMAC, a gateway
starts controlling the time slot and sends the rebmhessage to its neighbors. All neighbors
within one-hop will synchronize with that controkessage and will get information about the
time slot after listening to the complete framecltanode contains the neighbor table to
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maintain the information about its neighboring no@ad which slots are occupied. A node
can control the slot when it is not used by itgghbbrs and a collision-free communication is
ensured. It is possible that two nodes can sethecsame time slot to control it and this may
lead to a collision between the control messagé® dollision can be detected by the
neighboring nodes which will inform the node tHatit control messages have collided. After
getting this information they will stop controllirand will wait for a free time slot.

Routing

For efficient routing, each node in the networklwiep the hop-distance to its designated
gateway node. It will broadcast this informationits control message. The other nodes will
receive control message and update their neighdime,tif the distance to the gateway is
smaller than the value which they have in the rmghtable. If the node has multiple-
neighbor nodes which are closer to the gatewayjilitrandomly select one among these to
forward the data.

Protocol Performance in surveillance applications

Lightweight Medium Access Protocol (LMAC) is a cention-free protocol. It uses a
clustering scheme to handle multi-hop communicatioke EMAC, it gives one time slot to
each node to control it. It provides collision-fre@mmunication by ensuring that no node can
select the same time slot which is in use by itghi®rs within two-hop distance. If we apply
this protocol in surveillance application, it wilbt work better because each node has to wait
for its time slot which increase the latency angedimited throughput. On the other side each
node has to listen in the control section of eaamé which may lead to the waste of energy.
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9. Comparison of MAC Protocols

The following chart shows the comparison of diffaréAC protocols according to the
surveillance application with assumptions like glyeawareness, QoS and latency etc. From
the comparison table, one can see which protocbéiter in which situation, e.g. in which
situation a protocol is more energy aware, provigigh QoS and low latency or whether a
protocol uses a control packet for communicatiomatr and which MAC scheme it uses to
access the medium or whether synchronization islete®r not. A description of how the
values are retrieved for the protocols into théetégbdescribed below.

Characteristics | Energy Awareness | Contention | Quality of @ Synchronization
based or Service

Protocols Lo | Moder Hig ;:r(;r;tennon Required ' Not
w ate h required
SMAC Low due to fixed Contention | Low due to Required
duty cycle based fixed duty
cycle
TMAC High when there i< Contention | Decreases | It follows the SMAC
variation in messag( based in heavy for synchronization
rate traffic
STEM High in event Contention | It does not Required
triggered based focus on
environment QoS
TEEM High when traffic Contention | Better in. Required
load is low based lower
network
load
DEMAC Low in high traffic | Contention | Decreases | Required
free in dense
networks
PACT Moderate in Large Contention | Increases @ Required
Network free through
passive
clustering
LMAC Energy Efficiency is Contention @ Low Required
low free

Table- 3 MAC Protocols
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Characteristics Control Packet Latency Processing Time
of Node
Protocols Required Not Required
SMAC Control Packet is required tolncreases due toBecome 50 %
avoid collision fixed duty cycles | when traffic load
is low
TMAC Required Increase wher It uses Ta value
traffic load is high | to improve the
processing
STEEM Not required Increases in heavy
traffic
TEEM Required when any noc Increases in mult
wants to communicate hope network
DEMAC Control packet is required tolncrease in heavy
elect the leader traffic
PACT Control packet is required ti Reduced by
elect gateways and clusti passive clustering
heads.
LMAC Control message is required Increases because

node has to wait
for its time slot

Table-4 MAC Protocols
SMAC

SMAC protocol shows good results in energy savinith voverhearing avoidance and
message passing where it allows the nodes to listdre control packet and go to sleep state.
On the other hand, it increases the latency in tlework due to the periodic
listening/sleeping schemes. The SMAC protocol does provide good results when the
traffic load is high. In high traffic situationsyrschronization can be broken due to periodic
scheme. SMAC needs constant listening time andsiésof active time is very low in low
traffic load. SMAC provides better quality of sexwifor stationary nodes than mobile nodes
because in a stationary network, connection fonadiccurs more rare than when the nodes
are mobile.
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TMAC

The TMAC protocol follows the same technique use@MAC to save energy but it uses the
time-out value to finish the active time of a no@®&AC reduces the early sleeping problem
using Future Request to Send and Take PrioritydhBuffers. In FRTS, the Source has to
send the Data-Set packet to keep the medium d&RIGS transmission which is some cause
of energy waste while, on the other hand, in Takeri® on Full Buffers there is limited flow
of data within the network, which might decrease plerformance of the network.

In the TMAC protocol, every node transmits its gegypackets in a burst at the beginning of
each frame and each node will transmit packetsaximum rate in order to win the medium.
If a node loses a contention it should go to sletepe and wait the entire frame. Due to the
heavy traffic load, throughput is limited and latgns increased. [36]

STEM

The STEM protocol is efficient for event-triggeregplication where the rate of event
occurring is not high. It uses two radios, onev@keup radio which periodically checks if
someone wants to talk or not. In STEM, a node sendieacon before sending the data
packet. The wake-up radio works on low duty cyald d there is any data to process by the
data radio, it awakes the data radio. But thisrigple can increase the delay when there is
heavy communication among nodes. STEM does notsfocuquality of service because it
tries to improve the energy consumption of a node.

TEEM

The TEEM protocol saves more energy than SMAC aMAT because it uses a short
listening period and gives long time to nodes feeging. For synchronization, it follows the
SMAC scheme but it combines the sync and RTS paokehe packet instead of separate
packets. TEEM MAC is a good choice in small netvgdbkecause there are fewer chances of
retransmission. In order to get access to meditimsas the CSMA/CA technique which is
not suitable for real-time support because whentiplel nodes try to access the medium,
collision can occur. In heavy traffic, the probékibf collision increases, which increases the
delay and energy consumption. It saves energy lygushort listening periods, but it
increases the latency in multi-hop networks becd#usely provides one-hop forwarding per
transmission slot [41].

DEMAC

The DEMAC protocol is a contention-free protocdl.rémoves the collision probability
because each node has a pre-assigned time slotnddes cannot send their packets at the
same time. It uses the control packet to electighder. But the main drawback is that the
weak node has to listen to all energy level packets its neighbors, it can increase the
latency and the nodes which are near to the sitilgeti weaker than other nodes. This mostly
occurs in dense network and leads to a decreasieeaduality of service. It increases the
energy consumption because each node has totissttsnneighbor time slots.
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PACT

Power Aware Cluster TDMA is a contention-free pomto It is suitable for large networks
because it uses the clustering technique to makedhwork energy efficient and reduce the
communication delay. It uses the passive clustetgupnique to reduce the latency and
energy consumption. The member nodes give pritoitgateways and cluster head nodes in
selecting the time slots. It uses mini slots thamtain all control information. In control
packets, nodes broadcast the data slot assignoesitpation and source addresses to other
nodes. Energy consumption increases because edetas to listen in the control slot.

LMAC

Lightweight-medium-access protocol uses a TDMA sahewhich provides collision-free
communication. It is less energy efficient becageseh node has to listen for control messages
during the whole frame. It also increases the tdrecause each node has to wait for its time
slot. If there is a new node joining the networwill listen to the whole frame before sending
the data. It uses the control packet to informatier nodes about the route, current time slot
etc. It also maintains the synchronization betwbemodes.
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10. Conclusion

These protocols has proved efficiently that thesy more useful in not only routing the most
important data but also in conserving energy resesiof a sensor (the batter) using different
operation approaches. A detail study of routing BHAIC protocols is carried in this thesis
which focused on the energy conserving schemes hgeprotocols and their real time
support towards application like surveillance. Wadr discussed the design tradeoff between
energy conserving and quality of service suppa&sults when protocols are tested on the
assumption factors like latency, scalability, eyesgvareness, synchronization, etc. necessary
for a wireless sensor network. Contention-basedopods like SMAC, TMAC and TEEM,
they use a single radio and change the radio petedically in order to make the nodes
energy efficient. STEM is also a contention-basestqrol, but uses two radios (data and
wake-up radio) to make the nodes energy efficigrdllows the nodes to wake up the data
radio when there is a need to process data, otberivistays in sleep state. In contention-
based protocols transmission suffers from collisiod delay because each node is allowed to
access the shared medium. Contention-free pratdikel DEMAC, PACT and LMAC, they
provide collision free communication. Each node pesassigned time slots to transmit the
data but each node has to listen to the time sfats neighbors in order to synchronize. This
may increase the energy consumption. Contentian-freotocols suffer with clock drift
problems and require tight synchronization. Mosthe protocols show better and efficient
features for application like surveillance but thare still many more challenges that need to
be solved in the sensor networks like in MAC protecthere is still need to find out the
suitable solution for real time support and enedfficiency because contention based
protocols are energy efficient but they don’t guéea the real time support while contention
free protocols give real time support but lack mergy efficiency. In routing protocols there
is need to achieve desired global behavior withptida localized algorithms [3], time and
location synchronization [54].
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