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Abstract
This paper consists of a project exploring the possibility to assess paper core
reusability by measuring chuck damages utilizing a 3D sensor and using
Machine Learning to classify reusage. The paper cores are part of a
rolling/unrolling system at a paper mill whereas a chuck is used to slow and
eventually stop the revolving paper core, which creates damages that at a
certain point is too grave for reuse. The 3D sensor used is a TriSpector1008
from SICK, based on active triangulation through laser line projection and
optic sensing. A number of paper cores with damages varying in severity
labeled approved or unapproved for further use was provided. Supervised
Learning in the form of K-NN, Support Vector Machine, Decision Trees and
Random Forest was used to binary classify the dataset based on readings
from the sensor. Features were extracted from these readings based on the
spatial and frequency domain of each reading in an experimental way.
Classification of reusage was previously done through thresholding on
internal features in the sensor software. The goal of the project is to unify
the decision making protocol/system with economical, environmental and
sustainable waste management benefits. K-NN was found to be best suited
in our case. Features for standard deviation of calculated depth obtained
from the readings, performed best and lead to a zero false positive rate and
recall score of 99.14%, outperforming the compared threshold system.
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Sammanfattning
Den här rapporten undersöker möjligheten att bedöma papperskärnors
återanvändbarhet genom att mäta chuckskador med hjälp av en 3D-sensor
för att genom maskininlärning klassificera återanvändning. Papperskärnorna
används i ett rullnings-/avrullningssystem i ett pappersbruk där en chuck
används för att bromsa och till sist stoppa den roterande papperskärnan,
vilket skapar skador som vid en viss punkt är för allvarliga för
återanvändning. 3D-sensorn som används är en TriSpector1008 från SICK,
baserad på aktiv triangulering genom laserlinjeprojektion och optisk
avläsning. Projektet försågs med ett antal papperskärnor med varierande
skador, märkta godkända eller ej godkända för vidare användning av
leverantören. Supervised Learning i form av K-NN, Support Vector
Machine, Decision Trees och Random Forest användes för att binärt
klassificera datasetet baserat på avläsningar från sensorn. Features
extraherades från dessa avläsningar baserat på spatial och frekvensdomänen
för varje avläsning på ett experimentellt sätt. Klassificering av
återanvändning gjordes tidigare genom tröskelvärden på interna features i
sensorns mjukvara. Målet med projektet är att skapa ett enhetligt
beslutsprotokoll/system med ekonomiska, miljömässiga och hållbara
avfallshanteringsfördelar. K-NN visades vara bäst lämpad för projektet.
Featuerna representerande standardavvikelse för beräknat djup som erhållits
från avläsningarna visades vara bäst och leder till en false positive rate lika
med noll och recall score på 99.14%, vilket överpresterade det jämförda
tröskelsystemet.
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1. Introduction

In the last 300 years, humankind has made significant advancements,
especially in industrial manufacturing. Industrial manufacturing is among
the sectors where artificial intelligence and machine learning enable an
abundance of opportunities [1]. IIoT (Industrial Internet of Things),
providing wireless connectivity for real-time manufacturing data collection
and processing, has resulted in the culmination of the fourth industrial
revolution, Industry 4.0 [1]. Industry 4.0 aims to provide real-time
intelligent, interoperable and autonomous industrial manufacturing
environments. Scientific literature revolving around Industry 4.0 were
explored using unsupervised machine learning and text mining. Which
identified 31 research and application issues, categorized into a five-level
hierarchy: “1) infrastructure development for connection, 2) artificial
intelligence development for data-driven decision making, 3) system and
process optimization, 4) industrial innovation, and 5) social advance” [2].
This project covers categories 2 and 3, data-driven decision-making and
system/process optimization.

1.1 Purpose

The goal is to explore the possibility of automatically assessing paper core
reusability in a rolling/unrolling system at a paper mill with the help of
sensors and machine learning. A decision between approved reuse or not is
to be self-learned using a Machine Learning algorithm. The purpose of the
project is to better distinguish between usable and unusable paper cores.
Paper cores evaluated unfit for further use are today completely discarded.
The paper core in question costs 80 SEK per meter, in total 250 SEK per
core. Each day 15-30 cores are discarded, roughly 2 every hour at a total
cost of 7000 - 10 000 SEK per day. Machine Learning could extend the core
lifetime, give a clear indication of reuse, decrease the risks from core
complications, such as human injury and machine damage. But primarily be
more cost efficient and have more sustainable resource consumption. The
goal and the purpose is to explore a base for construction of a new unified
decision-making protocol/system grounded in economic, environmental,
and sustainable waste management aspects.
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1.2 Sensing system for paper core damages

Today, a paper core is reviewed for damage using a laser triangulation
sensor. The core is reviewed and based on a set of threshold values,
approved for further use, or sorted out to be discarded. The process is seen
in Figure 1. The threshold values are based on the amount of damage and
deformation the paper core can have without it being a risk when rolling and
unrolling paper on the core.

Figure 1. A simplification of the classification process used for reviewing the paper cores.

Chuck damages on cores

In many paper mills the paper is rolled onto the paper core to cool down.
After the paper cools, it gets rolled off the core for further processing. A
chuck connected to an electric motor is used to roll the paper up and off.
These chucks create marks in the paper cores, as seen in Figure 2. To keep
costs down, the paper cores used for rolling and unrolling the paper are
reused and discarded first when the damage becomes too substantial and
might result in the core coming loose from the chuck during handling.

Figure 2. One possibility of core damage from the chuck on the paper core
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Paper cores

Paper cores are long cardboard tubes, in our case 3 meters by 12 inches,
that are created in such a way that they can take tremendous pressure from
the outside. This is done by gluing or laminating layers of paper together
using an adhesive. The layers of paper can consist of recycled paper,
paper-adhesive composites, cardboard or kraft paper. [3]

These cores are most commonly used for rolling up the paper for transport
and cooling in paper industry factories but also for rolling up tapes, jute and
fabrics [3].

System and sensor

The current system uses a 3D image sensor based on laser triangulation to
evaluate from threshold values if a paper core is reusable or not from
threshold values. The sensor is a TriSpector from SICK, model
TriSpector1008 [4]. The TriSpector consists of an integrated laser line
projection and an optical sensor (camera), which captures a series of profiles
as the object is moved through the projection and builds a shape profile of
the object [5]. SICK’s software interface SOPAS is used to set up the unit,
threshold values, image capturing rate and capturing field [6].

1.3 Problem Statement

To reach the goals of the project, three major problem statements were
created, dividing the goal into measurable and answerable sub-goals. Each
statement handles a specific part of the project. Statement one covers the
intrinsic features of a reusable or unusable paper core. Suggesting if a clear
distinction can be found and what the distinction is between both. Statement
two covers the sensing and capturing technique of the used and available
sensors. Evaluate the precision and repeatability of the used sensor to
establish an understanding and knowledge of whether readings of the paper
cores and damages are sufficiently detailed. Statement three questions what
algorithms and whether Machine Learning classifies reuse better than
thresholding.

1. What specifies a paper core that is approved for further use?

2. Do the sensors in the current system yield a sufficiently detailed
description of features/parameters for continued use of a paper core?

3. What or which machine learning algorithm and models are best
suited for our case of decision-making in order to classify more
accurately than a threshold value system?
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2. Background

The current system uses a TriSpector1000, which is a 3D imaging vision
sensor based on laser triangulation. Approval of re-usage is evaluated and
decided through a set of threshold values set up in the sensor software.
Machine Learning (ML) could be used instead of threshold values to
approve re-usage.

2.1 Vision Sensors

Vision sensors use captured images from a camera to determine presence,
orientation and accuracy of parts and use a combination of image
acquisition and image processing [7]. Vision sensors occur in two models,
monochrome or color. Captured images are converted to an electrical signal
by the light-receiving element, which determines the intensity information
belonging to each pixel [8]. The monochrome model identifies intensity
ranges between white and black pixels, unlike the color model which
separates light information into three colors (RGB). Vision sensors/systems
are further divided into three categories 1D, 2D and 3D. 1D vision analyzes
a digital signal one line at a time instead of the whole picture at once [9],
assessing variance between groupings of recent lines compared to earlier
groupings [10]. Commonly used in detecting and classifying defects on
manufactured materials in a continuous process, paper, metals or plastics
[10]. 2D vision typically consists of comparing contrasts in the captured
two-dimensional map of intensity. Used for tasks such as barcode reading,
character recognition, label verification and presence detection. 2D has
parallax, depth of focus, ambient light and contrast variations as limitations
[9]. 3D usually comprises multiple cameras or laser displacement sensors
mounted in different locations in combination with triangulation methods.
Providing X, Y and Z data of a target regardless of environmental
conditions. 3D vision is used broadly, measuring thickness, height and
volume, detecting surface or assembly defects, object scanning and
digitization [9].

2.1.1 Distance measurement sensors, 3D vision sensing

3D sensing is a depth-sensing technology capturing the objects real-world
length, width and height [11]. Sensors scan both the surface and depth of an
object [8], meaning that the sensors can analyze contents inside of a
packaging or, in the case of this project, paper core surface damage. Shape
acquisition through reflection sensors can be subdivided into optical and
non-optical sensing. Optical sensing captures measurement information
carried by the reflected light. Non-optical include acoustic sensors
(ultrasonic, seismic), electromagnetic (infrared, ultraviolet, microwave
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radar, to name a few) and others. These typically measure distances by
measuring the time required for the energy to bóunce back from the object
[12]. Optical methods operate in either active or passive form, projecting or
acquiring electromagnetic energy onto/from an object, then recording the
transmitted or reflected energy.

To obtain 3D imagery any given active or passive method belongs to one of
three main techniques: geometrical, time of flight (TOF) or interferometry
[13]. The first method exploits the geometrical relationship between the
target and detection system. Examples of such techniques are passive and
active triangulation, structured light and depth from defocus. These
techniques can measure distances from about a millimeter to many
kilometers [13].

A TOF method measures distance by measuring a light signal's travel time
between the target and light detector. In a direct TOF setup time is measured
by a clock, while in an indirect TOF setup time is inferred from, for
example, the phase relationship between intensity-modulated emitted and
detected light [13]. This technique is similar to interferometry, though range
is not constrained by the wavelength of light but instead by the wavelength
of modulation, which is adjustable to specific needs. An example of a TOF
system is Light Detection And Ranging (LIDAR), where both direct and
indirect versions exist. Timer jitter of the clock and the photodetectors used
to control it limit the smallest measurable distance, while the strength of the
returned light limits the largest indirect TOF. In indirect using pulsed
illumination, factors such as illumination pulse duration limit the minimum
and maximum ranges.

Interferometry is a technique using the phenomenon of interference of
waves [14], exploiting the nature of light. The wavelength of visible light is
in the 400 -700 nm range. Devices based on this principle and using visible
light, can probe depth on a comparable scale [13]. By splitting one light
beam into two, an interference pattern can be formed when these two beams
superpose. Small differences in the optical paths (distance traveled) between
the two beams can be detected (as these differences will produce noticeable
changes in the interference pattern).

The most common technique used in commercial 3D sensors is Laser
Triangulation [15], also used in this project.

Laser Triangulation

Laser triangulation is an optical triangulation-based 3D technique involving
the projection of a ray of light onto an object and detecting the reflections
by an optical sensor. Figure 3 shows a system configuration. Points and𝑂

𝑃

are the exit and entrance pupil of the laser source and camera, with the𝑂
𝐶
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mutual distance d. The points' optical axes and form the angle of𝑍
𝑃

𝑍
𝐶

projection 𝛼 [12]. Knowing this, the point’s position in the space can be
determined [15]. In the case of a single-point source, the object must be
scanned vertically and horizontally to obtain the depth. Laser stripe (line)
projection is faster and can obtain the depth for all points of the line
simultaneously. [15]

Figure 3 - Schematic of the triangulation principle, adapted from [12], reused in
accordance with MDPIs open access policy.

One significant advantage of laser triangulation is the accuracy and its
relative insensitivity to illumination conditions and surface texture effect
[12]. The method is limited in cases of very high precision and accuracy and
is plagued by speckle and scanning inability of reflective surfaces [15].

2.2 Today's sensor setup, TriSpector1000

The sensor used has previously been used to measure the dynamic response
of a laser forming process, combining measurements to approximate a
surface [16]. Automate height assessment in tree nurseries, store and acquire
real-time 3D point-cloud data of seedlings [17]. Record the topography of a
bed containing plants and sand designed to test dune development and
stabilization [18]. In an automated quality inspection as part of an analysis
of the potentials of collaborative robotics in industry, part of industry 4.0
[19]. The applications of the sensor are mostly in surface measuring,
recreating a 3D representation of the scanned environment. The seedling
measurement in [17] using the TriSpector1060 generated highly repeatable
height measurements below 5mm.
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2.3 Machine Learning

The project will use Machine Learning to sort the approved paper cores
from the unapproved ones. Machine learning is a method where a computer
system is trained to make decisions and take actions without explicitly being
programmed for these decisions or actions [20]. The use of machine
learning is widespread in today's society and is used, for example, in areas
like Healthcare and economics [21], but the most well-known use is in
search engines like Google [20]. Machine learning can be divided mainly
into three methods. Supervised Learning, Unsupervised Learning,
Reinforcement Learning [22].

The benefit of a machine learning system towards the project is that the
operator will not need to be trained in what an approved and unapproved
paper roll is. Instead, the system will only need a labeled training dataset to
train on to decide if a paper core is approved for further use or should be
discarded.

Supervised Learning

When using supervised learning, the system is trained using an algorithm
and a training dataset. Once the system has been trained how to act, using
the training dataset, the system will do these actions automatically [20].
Within this learning method, the most used techniques are Regression,
where the machine learning system estimates the relationships between
variables and is often used for predictions, and Classification, where the
machine learning system draws conclusions from the training dataset and
uses this to classify the new input data [22].

Unsupervised Learning

With unsupervised learning, there is no guidance from either labels or
human interaction. Instead, the system finds correlations between the data
points and then groups them or arranges them in a certain way according to
these correlations. Within this learning method, the most used technique is
Clustering, where the data points are grouped based on the correlations in
the data [22].

Reinforcement Learning

In reinforced learning the output is not a state or a value but rather a series
of actions leading towards an objective or goal. Thus a good decision or
action is not defined by the action itself but rather if the action is part of a
good policy that leads to the end goal. These policies are generated by
having the system learn from previous good action sequences.
Reinforcement Learning is often used in games since each turn has many
possible moves. Where a single bad move could still lead to a victory if it is
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part of a good strategy and a single good move could still lead to defeat if it
is part of a bad strategy [22], [23].

Deep Learning

Deep learning is a subdomain within Machine Learning that uses Neural
Networks to self-learn patterns in a dataset to make predictions, like
classification, based on these patterns. In simple machine learning, the
features used for finding the patterns in the dataset are extracted manually
and then classified using a machine learning algorithm. Where in Deep
Learning, these features are self-learned in the network. This enables the
Deep Neural Networks, in many cases, to have a higher accuracy than a
regular machine learning algorithm. However, deep learning requires great
computing power and big datasets to perform well [22].

2.4 Machine Learning Classification in an industrial environment

With Industry 4.0 Machine Learning has deeply impacted the manufacturing
industry. Its predictive insights offer a pathway for a decision support
system for various industrial tasks including process optimization and
predictive maintenance but also intelligent and continuous inspections [24].
Similar to this project, the scientific paper by Chen et al.[25] shows that
machine learning can be used for the classification of welding defects. The
supervised learning technique used was shown to be highly robust, precise
and reliable for ultrasonic defect classification. This shows that
classification is possible and usable within industrial processes and as a part
of Industry 4.0.
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3. Method

The project consists of three major problem statements seen in Chapter 1.3.
These statements run parallel to some extent but have parts where
milestones must be achieved before the rest of the project can proceed. To
work effectively and keep within the timeframe these problem statements
are divided into four parts. These parts are in turn divided into one
methodology and one implementation part. A literature study is used to
gather scientific literature and base each part upon. Following are the
headers and summaries of the contents of the four parts.

Evaluate the current system - to ensure the current system is able to provide
enough input data for the algorithms to be able to classify.

Collecting the dataset - since there is no previous data collected, the dataset
that is to be used for training and validation of the model needs to be
collected.

Image Processing and Feature Extraction - to extract features from the
depth images needed for Machine Learning models.

Evaluating Algorithms - to ensure the best algorithm is used for the specific
task, four classification algorithms will be tested and evaluated.

3.2 Evaluate the current system

3.2.1 Sensors

To evaluate the current system, studies surrounding vision systems and
sensors will be read and collected through parts of a literature study.
Methods found concerning 3D imaging are compiled and evaluated in the
aspects of its areas of application reflected on the case in this project. One
method is then selected to be chosen in the system. Sensors using this
method will be compared through certain qualifications consisting of
robustness, established brand and size.

A repeatability test will be carried out on the current sensor, Trispector
1008, where the same core will be measured several times from the same
starting position. In order to verify the repeatability of the sensor
measurements.

In order to verify that the sensor's accuracy is capable of properly measuring
the damages of each core. The damages will be measured using the images
gathered from the sensor and then calculated by transforming the pixels into
millimeters. The size of the damages will then be compared to the sensor's
accuracy.
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3.2.2 Baseline system

In order to compare the machine learning system a simple threshold value
system will be constructed similar to the one used by SICKs SOPAS.

The system will have two thresholds. One for the maximum height and one
for the maximum depth the paper core is allowed to differ from the surface
of the core. If a measurement is outside either of these threshold values the
core is classified as unapproved.

The threshold values will be calculated by finding an approved paper core's
maximum height and depth value and an unapproved paper core's minimum
height and depth value. These will create two spans of values, one for height
and one for depth, where the threshold values can be chosen and tested. This
will be done manually by trial and error using a train test split of the dataset.
Both to make it more comparable with the Machine Learning models and to
validate that the threshold system is not overfitted.

3.3 Collecting dataset
To collect the data regarding what is perceived as an accepted paper core, a
test rig will be used. The test rig consists of the TriSpector1000 model 1008,
a modified paper core cutter and an Incremental encoder DBS36/50
(DBS36E-BBCP02048 [26]) from SICK with a 30mm rubber wheel attached
to it. The paper core cutter has been modified by canceling the saw blade
action. This will ensure that the paper core is not destroyed when the cutter
is used to rotate the paper core. The cutter is also modified by fastening
holds for the TriSpector and the Incremental encoder DBS36/50. The
TriSpector is positioned in a way that it reads the inside surface of the core
at one of the core endings and the rubber wheel connected to the encoder is
positioned in a way that it connects with the outside surface of the other end
of the same core. The encoder is connected to the TriSpector to register the
rotational speed of the core during reading.

The paper core is loaded into the test rig, rotated one revolution by hand,
and read by the TriSpector. Each reading is then saved as a PNG-file and
labeled with one of two labels, approved or unapproved, in order to mimic
the current system where a paper core never enters the system unused. Thus
the system only needs to classify it as either approved for further use or
unapproved for further use. This will create a dataset suitable for Binary
Classification. Which in our case could result in the dataset being
unbalanced [27], meaning more samples of approved than unapproved.

An approved core is a core that is approved for further use. Either the
damages are minor and will not disrupt the production line. An unapproved
core is a core that can possibly disrupt the production line if continued use is
allowed. The labels of the cores measured have been decided by the supplier
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of the provided cores, which was done by threshold values and an ocular
review from trained personnel.

3.4 Image Processing

Each reading (PNG-file) contains two parts, one third light intensity and two
thirds depth. The images are in the format of 7491x192 square pixels,
0.38x0.38 [mm], set by the settings in SOPAS (seen in Appendix [3]),
capturing one rotation 957,5mm and 74mm wide. Light intensity and depth
are separated by splitting the images. Light intensity is the first 2497 rows
and depth the last 4994 rows. The 16-bit depth parts are then decoded by
adding pairs of pixels in the rows, halving the height but keeping the same
width. The new pixel values consist of the sum of the leftmost pixel and the
rightmost pixel multiplied by 256 for each pair, as seen in Figure 4 below.

Figure 4. Depth image decoding protocol

Within the metadata of each reading (PNG file), stored as tEXt tags are
values corresponding to the sensor's origin X0, Y0 and Z0 and scaling in the
directions Dx, Dy, Dz. These scalar values enable conversion into
real-world values, seen in Appendix [18].

(3.1)𝑋
𝑤𝑜𝑟𝑙𝑑

= 𝑋0 + 𝑋
𝑝𝑖𝑥𝑒𝑙 𝑖𝑛𝑑𝑒𝑥

* 𝐷𝑥

(3.2)𝑌
𝑤𝑜𝑟𝑙𝑑

= 𝑌0 + 𝑌
𝑝𝑖𝑥𝑒𝑙 𝑖𝑛𝑑𝑒𝑥

* 𝐷𝑦

(3.3)𝑍
𝑤𝑜𝑟𝑙𝑑

= 𝑍0 + 𝑍
𝑝𝑖𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒

* 𝐷𝑧
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Figure 5. Typical field of view, TriSpector1008. Origin origo = dot, moved origo = arrow

X0, Y0 and Z0 are used to move origo from its origin marked by the dot in
Figure 5 to the bottom left corner of the field of view. Dx, Dy and Dz
correspond to changes in real-world values in accordance with pixel indexes
and scalar values shown in Equ. (3.1, 3.2, 3.3). The origin of origo is 116
mm from the camera to the furthest point of field of view, a pixel value
converted to real-world depth (Z-axis) equaling 13 mm means that point of
the object is 103 mm from the camera.

3.5 Feature Extraction

Experiments on both the spatial and frequency domain related to the depth
parts will be done to extract features. The spatial domain, which is
two-dimensional matrices of grayscale pixel intensities of each image/depth
part, is used in the first experiments since SICKs software SOPAS uses the
real-world values corresponding to the spatial information in each reading
(PNG file) to evaluate re-usage. A theory arose surrounding the Machine
Learning algorithms, based on real-world values explained above, having
difficulties differentiating between approved and unapproved since both
classes of paper cores have very similar damages. For that reason
experiments on the frequency domain, roughly meaning rate of change in
pixel values, were done in belief of better features and performance since
the damages reoccur with certain frequencies and also therefore certain
recurring changes in pixel values.

Spatial domain

To extract features from the spatial domain meaning real-world depth
measurements (z-axis values), statistical measures will be used to compress
data from all pixels throughout the columns of the images. Columns will be
used since the damages are present on the x-axis and get repositioned on the
y-axis in new readings of different paper cores.

Frequency domain

To extract features from the frequency domain meaning the spectrum of
frequency components of the pixel values in columns of the depth parts.

14



Fast Fourier Transforms are to be used, compressed by statistical measures
to create a reasonable feature space in accordance with the dataset.

3.6 Evaluating Algorithms

The No Free Lunch theorem states that there is no single machine learning
algorithm that is the most accurate in any domain [23]. Because of this, four
different Machine Learning Algorithms will be tested. Since the dataset
used for training, testing and validation already will be labeled and since the
system only needs to make a binary decision whether the paper core is
approved or unapproved for further use, Supervised learning and, more
specifically, classification are suitable techniques for the project.

These Algorithms are:

k-NN

k-NN is a Supervised learning algorithm and classifies each data point in
regard to the label of the k-Nearest Neighbors. Where k is a discrete variable
with a value greater than zero. k-NN is considered a simple and
easy-to-understand algorithm and is recommended for image
recognition[28].

When using k-NN, the algorithm is first trained with labeled data. When a
test sample is classified the Euclidean distance between the test sample and
the training samples is calculated using Equ. (3.4), where is the input𝑥

𝑖

sample of total number of samples with total𝑛 (𝑖 =  1,  2,  3, ⋯ ,  𝑛) 𝑝
amount of features . is compared to sample(𝑥

𝑖1
, 𝑥

𝑖2
, 𝑥

𝑖3
, ⋯, 𝑥

𝑖𝑝
) 𝑥

𝑖
𝑥

𝑙

. The input sample will then be classified with the(𝑙 =  1,  2,  3, ⋯ ,  𝑛)
most frequent label of the k closest training samples [29].

(3.4)𝑑(𝑥
𝑖
, 𝑥

𝑙
) = (𝑥

𝑖1
− 𝑥

𝑙1
)2 + (𝑥

𝑖2
− 𝑥

𝑙2
)2 + ⋯ + (𝑥

𝑖𝑝
− 𝑥

𝑙𝑝
)2

Linear Support Vector Machine

When using a Support Vector Machine a hyperplane is defined as a decision
boundary using a training dataset. A hyperplane is a plane or line that is

dimensions, where is the number of features. If there are only two𝑛 − 1 𝑛
features the hyperplane is just a line. In an n-dimensional space, there are
many ways a hyperplane could be used as a decision boundary. The
algorithm will therefore try to find a hyperplane by iteratively generating
hyperplanes that best separate the classes. The hyperplane that most
correctly separates the classes will then be chosen.

There are two types of Support Vector Machines, Linear Support Vector
Machine and Non-linear Support Vector Machine. Linear Support Vector
Machines are used for classifying data that can be split into two separate
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classes with a straight line. Otherwise, the Non-linear Support Vector
Machine is used.

The algorithm's accuracy and performance are independent of the dataset
size but rather the number of training cycles [30]. This makes it a good
candidate for the dataset used in the project.

Decision Tree Classifier

The Decision Tree Algorithm can solve either a classification or a regression
problem by continuously splitting the data based on a certain parameter.
When used for Classification, the decision parameter is categorical, meaning
it is either yes or no [28].

A tree is composed of decision nodes, leaves and branches connecting all
the nodes and leaves together. Every decision node has a test function with a
discrete output that labels the branches. When given an input, starting from
the root node, the test function for the current node is applied and one of the
branches is taken based on the outcome. This is repeated until a leaf node is
reached and the class of the leaf is applied to the input data. When training a
Decision Tree it never backtracks and will generate new decision nodes
further on, even when there might be alternatives, creating unnecessary
subtrees. The process of removing these unnecessary subtrees is called
pruning[23].

Decision Trees are easy to interpret and have a good generalization ability
[28], [30]. Which makes the algorithm suitable for binary classification.

Random Forest

If not pruned correctly a Decision Trees might overfit. Which is why
Random Forest was developed. Random Forest is a method that trains a
number of Decision Trees and returns the class with the majority of all the
trees in the ensemble. Since Random Forests are fast, easy to interpret, do
not over-fit, and have no parameters to manage, they are the winner of many
classification problems [30]. This makes it a given candidate for the project.

Scoring and Evaluating the Machine Learning Models

When measuring the performance of a binary classifier, common
measurements are precision, specificity and recall, also called sensitivity
[23]. Precision measures the amount of true positives of all the predicted
positives while Recall measures the amount of true positives predicted of all
the labeled positives. Specificity measures the amount of true negatives of
all labeled negatives. In a paper production plant, a paper core coming loose
from the chuck could lead to a stop in production and, in the worst cases,
even human injuries. That is why the classification system must have a false
positive rate equal to zero to ensure that no paper core is unapproved and
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classified by the system as approved. However, it is still essential that the
recall value is kept reasonably high to keep the system from sorting out
paper cores that could be reused without the risk of coming loose from the
chuck, thus increasing the cost and environmental impact. This is visualized
by a Confusion Matrix in Figure 6.

Figure 6. Confusion Matrix explaining a paper cores different classifications

The false positive rate is calculated using the false positives and the true
positives [23].

(3.5)𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 

The Recall is calculated using the True Positive and False Negatives [23].

(3.6)𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  𝑅𝑒𝑐𝑎𝑙𝑙 

The Score is calculated by making sure the False Positive rate is equal to
zero, giving it the boolean expression of True which is equal to one, and
then multiplying it with the Recall value.

(3.7)𝑆𝑐𝑜𝑟𝑒 = (𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑅𝑎𝑡𝑒 ≡ 0) × 𝑅𝑒𝑐𝑎𝑙𝑙 

3.7 Implementation

3.7.1 Evaluation of the current system

Sensor

To verify the sensor's repeatability, one approved roll was measured ten
times from the same starting position. The mean height and standard
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deviation of each column in a picture were extracted from these ten
measurements to mimic the features used for machine learning. The
correlation between these ten images was then compared to the correlation
between two approved but different cores and between an unapproved and
unapproved core. To verify that the correlation between the same core is
kept higher than between the other cores, implying that the readings are
similar for the repeated measurements on the same core. To calculate the
correlation, scipy.stats.spearmanr was used in Python.

To ensure that the accuracy of the sensor, TriSpector1008, seen in the
datasheet [4] is sufficient to accurately measure the paper core damages a
basic evaluation of the measured damages is done.

The size of the damages is calculated by cropping damages from various
paper cores. The real-world equivalent values for width (X-axis) are
calculated through Equ. (3.1) on a row. The row marked as cross-section
B-B in Figure 7, seen in Figure 9, illustrates and sets the interval of columns
used to calculate the actual width. The black lines, start and finish of the
interval, draw the line between damage and paper through peaks of depth
and height (Z-axis) in accordance with the cropping seen in Figure 7. The
height of the damaged area (Y-axis) is calculated using Equ. (3.2) on a
column. The column marked as cross-section A-A in Figure 7, shown in
Figure 9, illustrates the column index interval used in the calculation,
marked with black lines. Discernment between a deep mark and pressed
paper is also done to generate two dimensions of the damages in the Z-axis,
depth and height. A deep mark is present in the lighter upper part of the
damage, encapsulated in the green box Figure 7, and pressed paper in the
darker part. Depth (Z-axis) and height (Z-axis) are calculated through a
mean value of the dark and white area of damage. This creates a span of
millimeters in the dimensions with𝑤𝑖𝑑𝑡ℎ * ℎ𝑒𝑖𝑔ℎ𝑡 * (𝑍

𝑑𝑒𝑝𝑡ℎ
,  𝑍

ℎ𝑒𝑖𝑔ℎ𝑡
)

values comparable to and evaluated against the TriSpector1008 height
resolution.

Figure 7. Cropping of chuck damage, green area marked for a visual representation of
damage area. Cross-section A-A (red) = column 50, Cross-section B-B (red) = row 25.

Roll 10, unapproved
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Figure 8. Photograph of Roll 10, unapproved and showing significant damage.

Figure 9. Plots of depth (Z-axis) on the column A-A (bottom plot) and the row B-B(top plot)
of the cropping, in Figure 7. Black lines represent discernment between damaged and

undamaged paper.
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Baseline system

To calculate the threshold values for the system using a loop, all the mean,
maximum and minimum values of each column in each picture were
extracted. Using a training dataset, threshold values were manually chosen
within these value spans and tested until a false positive rate of zero was
achieved, as seen in Figure 10.

In order to mimic the threshold value system used by SOPAS, all of the
pixels in each picture are looped through. If any pixel is outside the two
threshold values, the paper core is labeled as unapproved. If all pixels are
within the threshold values, the paper core is labeled as approved.

Figure 10. Process of choosing the threshold values.

3.7.2 Collecting dataset

When collecting the data, 27 different paper cores were provided with
different damages. Each roll was labeled by the supplier of the paper cores.
The paper core was loaded into the test rig, as seen in Figure 11, and then
measured 20 times for each roll, each time with a different starting position.
This created a dataset of 540 pictures, 280 labeled approved and 260 labeled
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unapproved. The settings for the TriSpector1008 were set in SOPAS. The
pixel resolution was set to 0.38mm per pixel in both x and y. The width was
set to 74mm to cover the entire width of each paper core’s damaged area.
The length was set to 957.5mm, equal to the inside circumference of the
paper core.

Figure 11. Test rig for reading the paper cores.

In the test rig, the roller wheel will run on the inside of the left side of the
paper core, presented in Figure 12, which allows it to roll inside the core
without coming in contact with the damaged areas of the paper core. The
Trispector is positioned on the right side of the core enabling it to read the
entire damaged area of the core, as in Figure 12

Figure 12. Presenting the roller wheel on the bottom left of the core and the
TriSpector1008 in the middle right of the core. The TriSpector1008 is pointing upwards,

reading the top of the core.

3.7.3 Image processing

Collected images are loaded from local disk using Path from pathlib and
read using imread from ImageIO.v3 simultaneously creating the labels by
setting binary values, one or zero, corresponding to folder names ending
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with ok or not ok using fnmatch. Images are split into intensity and depth by
setting desired pixels to new arrays representing each part. The depth part is
then decoded using the decoding protocol explained in Chapter 3.4 Image
Processing seen in Figure 13.

Figure 13 - Original PNG from a reading of Roll 9, Approved Paper Core

3.8.4 Feature extraction

Spatial domain

The depth (z-axis) of all pixels in a column is calculated through Equ. (3.3).
Maximum, minimum, mean and standard deviation are calculated through
numpy.max, numpy.min, numpy.mean and numpy.std on the calculated depth.
Classification learning algorithms K-nearest neighbor, Support Vector
Machine, DecisionTrees and Random Forest were used in experiments on
six feature spaces. The performance of the algorithms of each feature space
is evaluated through confusion matrices with focus on the performance
scores explained in Chapter 3.6 Evaluating Algorithms.

Table 3.1. Features f1 - f7 used in experiments on the spatial domain
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Table 3.2. Feature spaces 1-7 containing feature vectors of features from Table 3.1

The features max, min, mean, standard deviation and mean added/subtracted
standard deviation, seen in Table 3.1, are calculated on each column of
each decoded depth image creating a feature vector composed of 192
features in total. These feature vectors are either combined or kept separate
creating feature spaces, a collection of n-dimensions of features, seen in
Table 3.2 essentially meaning a feature vector equaling

features.192 * (𝑛𝑏𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)

Figure 14. Example of features calculated on one column, plot of calculated depth for a
column (red), mean (black), mean + standard deviation (blue), mean - standard deviation
(green), maximum (purple), minimum (orange). Paper core 7 (approved), image number

155, column 150
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Figure 15. Example plot of mentioned features, except standard deviation, for all columns
in one image. Mean (black), mean + standard deviation (blue), mean - standard deviation
(green), maximum (purple), minimum (orange). Paper core 7 (approved), image number

155

From the experiments on features, mean value in itself is expected to not be
adequate to classify the paper cores. Mean value is an estimate of all depth
and height in a column which does not capture the magnitude of the peaks
and bottoms of the damages adequately, as seen in Figure 14. Standard
deviation measures the magnitude of peaks and bottoms or how far these are
from the mean value. Mean, in this case, represents the height of the
undamaged paper core surface. Standard deviation is expected to perform
better than mean. Maximum and minimum are expected to perform the best
since they capture the peaks and bottoms and emulate the depth graph better
than the other statistical measures.

Frequency domain

The real Fast Fourier Transform of each column on all depth images are
calculated through rfft and rfftfreq used in plotting of the Fourier Transform,
both from Scipy. Rfftfreq calculates the sample frequency bin centers per
unit of the sample spacing. Figure 16 shows an example of a Fourier
Transformed column. Feature f7 from Table 3.2 (mean value of power in all
frequencies) of each column is extracted as a feature vector. Thus creating
192 features for each depth image seen in Figure 17, which shows both an
approved and an unapproved paper core for comparison of these features.
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Figure 16. Example of f7 (mean) on a column, plot of a real Fourier Transformed column
in a depth image (blue) and mean of power (black). Image number 500, column 130 paper

core number 25 approved

Figure 17. Example plot of the feature vector containing f7. Green = Approved, image
number 201, paper core number 10. Red = Unapproved, image number 500, paper core

number 25

Evaluation of Features

Feature spaces with the best performance Score will be evaluated using a
Student's t-test. Performed on ten folds of a StratifiedShuffleSplit from
sklearn, which is a stratified random cross-validation method with a
modifiable test dataset size. Testing the robustness of the performance and
equal performance results by having equal set sizes. This is done to prove
that the performance of the features was not random and if there is a

25



difference between the performance of features or of a combination of
features.

T-test is carried out through comparison of recall Equ. (3.6), calculating
sample mean and sample variance of each comparison. These are used to
calculate the t-statistic through Equ. (3.8), where N is the number of
observations (k-folds). The null hypothesis is that the recall score of feature
space A and feature space B are drawn from the same distribution, meaning
there is no difference between the two feature spaces. The alternative
hypothesis, the recall scores are drawn from two different distributions,
meaning the features are actually different. One is better than the other.

𝑡
𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐

= 𝑁*𝑚𝑒𝑎𝑛(|𝑅𝑒𝑐𝑎𝑙𝑙(𝐴)−𝑅𝑒𝑐𝑎𝑙𝑙(𝐵)|)
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(|𝑅𝑒𝑐𝑎𝑙𝑙(𝐴)−𝑅𝑒𝑐𝑎𝑙𝑙(𝐵)|)

(3.8)

A t distribution table, seen in Appendix [17] with a degree of freedom N-1
and significance level p of 95% is used to reject the null hypothesis of the
t-statistic if it is outside the interval [31].[− 𝑡

𝑝/2, 𝑁−1
, 𝑡

𝑝/2, 𝑁−1
]

3.7.5 Evaluation of algorithms

To verify that the false positive rate equals zero. A false positive rate scorer
was created, taking the true labels and the predicted labels as input and
returning the score calculated using Equ. (3.5).

A recall scorer was created to ensure a high recall value is kept. The scorer
takes the true labels and predicted labels as input and returns the recall score
using Equ. (3.6).
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4. Results

4.1 Evaluation of current system

4.1.1 Sensors

The main component of the system is the TriSpector1008. To review the
sensor, the sensing technique first had to be reviewed. This was done by
comparing four techniques, Laser Triangulation, Stereoscopy, Moiré
Interferometry and Holography.

Laser triangulation was found to be best suited for this case. Stereo has
hardships with repeatability in setup changes, instability and freeform
surfaces. Moiré amplifies small errors, enabling their detection. It has less
computer time than laser triangulation during capture, but lacks in setup
adjustment because of its complex design. Moirés very high precision is
accompanied by a great acquisition cost. Holography performs better in
precision and accuracy than triangulation but lacks speed and is sensitive to
rig instability [15], which in an industrial environment could be horrendous.

The TriSpector1008 from SICK and In-sight 3DL4050 from Cognex were
compared from a short evaluation and research of available market options
for laser triangulation vision sensors. The comparison was made in
accordance with key qualifications for industrial systems of robustness,
dimensions as well as established and well-known brands.

Table 4.1. Model comparison of laser triangulation-based vision sensors see Appendix [1-2]
and [4]

In-sight 3DL4050 was more precise, with a larger FoV (Field of View) but
with a more significant clearance distance and of a larger size. This meant
insertion into a paper core with a diameter of 12 inches would not be
possible.

The repeatability of the sensor was tested by calculating the mean of the
correlation between the ten measurements started from the same position.
The Spearman correlation between each measurement was calculated and
the mean of these calculations was equal to 0.98735474. Compared to two
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approved cores, where the correlation was 0.6354623. One unapproved and
one approved core compared gave 0.62457635, both seen in Figure 18.

Figure 18. Correlation Between two approved cores on the left. Correlation between one
approved and one unapproved on the right.

The damages measured were between 25 and 23 mm in width, 17 and 60
mm in length, 0.5 and 1.7 mm in depth, and 1.5 and 3.5 mm in height. All of
the damages range on a millimeter scale, visual to the eye and the precision
of the TriSpector1008 is therefore more than enough.

4.1.2 Threshold system

When identifying the threshold values using the training dataset, the false
positive rate equal to zero was achieved using the threshold values of
9.5mm from the mean of the core in depth and 10mm from the mean in
height. This resulted in a recall value of 0.478. When the same threshold
values were used on the test dataset, a false positive rate of zero was still
achieved, but with a decline in recall value to 0.362. Both confusion
matrices presenting the results can be seen in Figure 19.
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Figure 19. Confusion matrices showing the results of using the threshold values on the
training dataset (left) and the test dataset (right) when achieving a False Positive Rate of

zero

4.2 Collecting the dataset

When collecting the dataset, each of the 27 cores was photographed. In
Figure 20, an approved core is shown and in Figure 21, an unapproved core
is shown. 540 readings were gathered, 20 for each of the 27 cores and each
with a different starting point in the scanning process.

Figure 20. Approved paper core. Showing small Figure 21. Unapproved paper
core. damages Showing significant damages.

4.3 Image processing

All readings (PNG-files) were processed according to the decoding protocol
resulting in images like in Appendix [19].
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4.4 Feature extraction

Student’s t-test on the resulting feature space selections, done on recall, all
achieved t-statistics values outside the interval, [-2.228, 2.228], thus
rejecting the null-hypothesis of 5%, which is a commonly used threshold
value for the p-value. The values of the recall score are therefore not
random and support the alternative hypothesis that one feature space is
better than the other.

4.5 Machine Learning models

Machine Learning model's performance of the five best feature spaces can
be seen in Table 4.5. A table presenting all feature spaces and training scores
is presented in Appendix [16]. Confusion matrices of the four algorithms on
each feature can be seen in Appendix [7-14]. The results of a forward
feature space selection based on recall scores and on ten folds of a random
cross-validation method, can be seen in Figure 22.

Table 4.5. Performance plot of scores from the best feature spaces, Baseline and Machine
Learning method. Green = best score, Red = worst score, Orange = Worst recall score,
worst FPR score is within the worst score (red). Execution time is on training and in
milliseconds.
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Figure 22. A plot of feature selection performed on feature spaces 1-4 based on recall score
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5. Discussion

5.1 Collecting dataset

When collecting the dataset, too little caution surrounding the distance from
the sensor and paper core was taken, leading to the depth measurement of
chuck damages being maxed out in some rows in most readings. This can be
seen in the feature f1 (max) in Figure 15, where the maximum value (depth)
is maxed out at 116 mm, which is the furthest distance of FOV the
TriSpector1008 can register. This meant that the information feature f1
(max) could offer was limited and thereafter performed worse than expected
but still relatively well.

5.2 Performance of Classification

When using Machine Learning, data is vital for a good system. The dataset
used in this project could be considered small and could affect the result of
the classification performance. The supplier prelabeled the cores used for
training and testing using ocular inspection and evaluation from their
professional opinion. Therefore a possibility of human error could be
present, affecting the training and testing of the models and classification.

Since the baseline system was created in the project and not the actual one,
it is possible that the baseline system created will outperform or
underperform the current system's threshold methods.

When comparing the baseline system to the Machine Learning system, the
Machine Learning system is clearly performing better, having a higher score
on most of the algorithms, seen in Appendix [16]. With correct optimization,
all algorithms would most likely have performed better than the baseline
system. Baseline system had 67 false negatives, seen in Figure 19, versus
Machine Learning and f4 (std) which had 9 false negatives, seen in
Appendix 10. Which means f4 had 58 less unnecessary discardings roughly
equating to 14 500 SEK saved when compared to the Baseline system.

The performance of the experiments on extracted features from the spatial
domain gave all very similar results, as seen in Appendix [16] as well as
Chapter 4.5 Machine Learning models and Appendix [7-14]. These results
are substantiated by the PCA plots, seen in Appendix [4-5], which from only
two dimensions of the features f2, f3, f4 (min, mean, std) reduced from the
original 192 shows a majority of distinguishable clusters of approved and
unapproved samples. Since features from the spatial domain lead to a better
classification performance than expected, the theory surrounding
insufficient spatial information is false and subsequent features extracted
from the frequency domain are unnecessary and baseless. Student’s t-test
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results in Chapter 4.4 solidifies the performance score of features f4
(standard deviation) in actuality, being robust and true. By cross-validating
the dataset and achieving similar performance scores.

Since no similar classification problem was found on paper core damages it
is hard to compare the results. However, the similar industrial classification
problem mentioned in Chapter 2.5 Machine Learning Classification in an
Industrial Environment, came to the same conclusion that classification
using Machine Learning in industrial processes is capable of providing
accurate and dependable classifications.

5.3 Societal demands

In today's society, more and more industries are turning their focus towards
having a good environmental impact and a safe workplace where people are
able to work without having to fear being injured. The project will help
support both of these focus values while lowering the factory's cost.

Environmental

The project will decrease the number of paper cores wrongfully classified as
unapproved and discarded. This will lower the number of paper cores used
and the environmental impact by not having to create more paper cores than
needed and instead reusing the ones as much as possible. This is in line with
the Industrial Emissions Directive by the European Commission, which in
2022 revised the directive to increase focus on material efficiency and reuse
[32].

Safety

The environmental impact will decrease while the industrial process safety
is maintained since the Score requires the false positive rate to be zero, thus
ensuring the system will not risk a paper core not approved for further use
entering the system and possibly coming loose to harm the operator.

Economic

The project will also decrease the costs in production since it will reduce the
number of paper cores discarded that would otherwise need to be replaced
with new ones. A damaged core coming loose of the chuck would, in most
cases, also increase the cost significantly as it would not only stop
production but potentially damage machinery and personnel.
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6. Conclusion

The project has successfully presented answers to the problem statements. It
has identified the best features to differentiate an approved paper core from
an unapproved one, analyzed the sensor used in the current system and
proven the benefits of Machine Learning when classifying the paper cores
compared to a baseline system.

Paper core approved for further use

What indicates an approved core was proven to be hard for a simpler system
like the baseline system to identify. Rather, it was shown that a
mathematical operation-based feature like standard deviation for each
column was the best to identify whether the paper core was approved.

Current Sensors

When reviewing the sensor, the TriSpector1008 from SICK was found to be
the most suited for the task at hand. This was first proven by proving that
the best-suited technique for measuring the damages on the cores in an
industrial environment was Laser Triangulation. When compared with
another laser triangulation sensor, the TriSpector1008 proved to be the only
one small enough to fit inside the 12-inch paper cores.

In order to validate that the sensor could deliver adequate measurements for
the feature extraction, some damages on the core were measured, whereafter
it was concluded that the Trispector1008s height resolution of 50 µm would
be adequate to measure the damages of several millimeters.

To ensure the repeatability of the sensor, thus enabling the repeatability of
the project, one paper core was measured ten times continuously, all starting
from the same point when starting the reading. The features from these
measurements were compared using Spearman correlation, where the mean
of all ten measurements resulted in a correlation of 0.99. Whereas between
two different approved paper cores, the correlation was only 0.64.

Machine Learning vs. Baseline System

The Machine Learning system proved better suited for classifying the reuse
of paper cores with a large margin. The baseline system only had a
performance score of 36.2 %, see Table 4.5 compared to the Machine
Learning system, using feature space four and the K-NN algorithm, a recall
score of 99,14% was achieved when using random cross-validation using
StratifiedShuffleSplit.
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Appendix

Appendix 1. Data Sheet In-Sight 3D-L4000 3D Vision System, Cognex page 7



Appendix 2. Data Sheet In-Sight 3D-L4000 3D Vision System, Cognex page 8



Appendix 3. Settings used for capturing readings of needed measurements, TriSpector1008
in SOPAS.

Appendix 4. PCA Visualization of Z-world mean features.



Appendix 5. PCA Visualization of Z-world standard deviation features.

Appendix 6. PCA Visualization of Z-world minimum deviation features.



Appendix 7. Confusion Matrix of f1.

Appendix 8. Confusion Matrix of f2.

.

Appendix 9. Confusion Matrix of f3.



Appendix 10. Confusion Matrix of f4

Appendix 11. Confusion Matrix of f1 + f2

Appendix 12. Confusion Matrix of f3 + f4



Appendix 13. Confusion Matrix of f5 + f6

Appendix 14. Confusion Matrix of feature Mean FFT depth.



Appendix 16. Full Table of Table 4.5. Performance plot of scores, Machine Learning
method. Green = best score, Red = worst score, Orange = Worst recall score, worst FPR

score is within the worst score (red). Execution time is done on training and is in
milliseconds.



Appendix 17. T distribution table for Student t-test, t-statistic value

Appendix 18. Scalar values for conversion of reading (PNG-files) into real world depth
values



Appendix 19. Example of a decoded depth image, Paper core 9


