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1 Introduction

During secondment 37, the following activities were conducted in Jaén, Spain:

• 2019-04-01 – 2019-04-05 Reading journal papers [1]–[31] related to study
about early warning system of dementia.

• 2019-04-06 – 2019-04-07 Reading journal papers [22, 15] about security
aspects of health care data.

• 2019-04-08 Suggestion to Mar Olmo, AgeingLab to collaborate about a
study of dementia data for development of change-point detection methods
for an early warning system of dementia indicators. This study would
especially focus on how to properly take data into account from a care
recipient’s perspective, i.e. realize which variables are most relevant for
being included in the model and correctly include mechanisms of how
data are produced for being part of the method development.

• 2019-04-08 Suggestion to Mar Olmo, AgeingLab to collaborate about
needs for development of security routines in treatment of health care
data. This could mean confidentiality protection mechanisms, web form
security for integrity guarantees when reporting sensitive data via a home-
page, or int

• 2019-04-09 Completion of the research paper Detecting change of activity
intensity in smart homes for submission to the Elsevier journal Pervasive
and Mobil Computing in collaboration with colleagues Jens Lundström
and Antanas Verikas.

• 2019-04-25 Meeting at the Colombia Café 50 with Mar Olmo, AgeingLab.

• 2019-04-25 Visit to the care center Angeles Cobo Lopez in Alcaudete (res-
idence of elderly people)

For the treatment of elderly people with smart health technology the accu-
racy and relevance of data is essential.
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2 Objectives

The focus areas of this secondment were restricted from many perspectives.

2.1 Robust fall detection

An often discussed problem is the detection of falls, i.e. the falling to the floor of
a patient [5]. Many elders are fragile and unstable and a fall can have devastating
consequences. Falls are the sixth most common cause of death for people of 65
years of age or older [1]. A fall is a sudden event even though it can be a slow
fall [10], i.e. occur slightly gradually by the patient fainting or, in the process
of tripping on the floor, grabs an edge of a table or something to slow the fall
to the ground. It is a tricky task to correctly recognize the falling of a patient
in and it may be urgent in order to be save people from great suffering and to
react at all to prevent them from dying.

To correctly recognize a person falling on the floor video cameras could
be used [5] and this kind of data could make a great and revealing ground for
proper recognition of falls. However, even though being an accurate and reliable
medium for this kind of data, video cameras are, apart from being expensive
and fragile, among the most integrity infringing sources of data. There is a
clash of interests in, on one hand, the desire to have data which is accurate and
relevant and, on the other hand, demands of the care recipient’s integrity.

Less integrity conflicting data sources could be PIR or radar sensor which
are mounted fixed in the smart home [19]. However, the cost for many sensors
in the homes would be high and the possibility to correctly recognize falls by
such means is weak.

Electricity consumption data has also been suggested as a less integrity con-
flicting means for activity data [16, 12]. This the additional advantage of being
data that already ”exists” – no extra hardware have to be installed in order to
make observations from this channel. Again, as for the PIR and radar sensors,
the accuracy for fall detection would be weak and long delay of alarm could be
expected.

Wristbands and smart bracelets have proved a successful solution [30, 18]
though they are not cheap. Still, progress has been made, e.g. by using low
cost algorithms so that the device can be less expensive [26]. The snag here
is that all these wearables need recharging, which is sometimes neglected, and
annoyance from wearing the devices has commonly led to care recipients laying
them aside – and if the device battery has run out or if it is not worn at all, the
detection of the fall can have disastrous consequences. Accelerometers are also
usually less good in detecting slow falls. In addition, more advanced solutions,
such as with robotics [20] have been suggested.

A suggestion for dealing with this challenge with a more robust solution. One
that combines the accuracy from the wristbands with the unremitting delivery of
the PIR sensors and still not be as integrity intrusive as video cameras. To this
end a combination of different sources is suggested. A study with this purpose
could be designed with observations from a few PIR sensors, energy consumption
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logs, and a cheap smart bracelet which could be considered as better integrity
preserving than video cameras. Then a comparison of some measure of how
well these sources are able to detect falls (and possibly other urgent events)
could be carried out. Possibly a combination of, say, just a few PIR sensors,
a simple smart bracelet and energy consumption data could be evaluated for
the purpose of more accurately detecting falls and anomalies in a less integrity
infringing way. To this end, patients would have to be observed with many
kinds of data sources during a long period in order to include observations of
falls (and possibly other events) to act as ground truth. In the analysis of data,
one could consider just the data coming from the PIR sensors, say, compared to
the just the data from the smart bracelet and so on for the comparison. For the
patients there would be no patients being solely observed by just PIR sensors of
course, so there should be no ethical problem in the sense that there are patients
who are not being considered from all the possible sources of data in order to
react to events that call for urgent attention.

2.2 Victims of scams and financial exploitation

Another problem for patients suffering from different conditions, especially cog-
nitive impairment ranging from Mild Cognitive Impairment (MCI) to Dementia
(D) of different kinds, is their vulnerability to be victims of financial scams
and attempts to profit on their reduced ability to protect themselves from these
kinds of abuses [4, 29, 21, 2, 17, 11] even though the impression that elderly
are not dominant among scam victims as opposed to younger generations has
been claimed by [25]. A recent investigative report states that United States
seniors lose at least 2.9 billion dollars from financial exploitation and consumer
fraud [6]. In this report it is also conjectured that ”Getting scammed could be
and early sign of Dementia”. Further, the Government Accountability Office
of the USA found that around 14.1% of persons 60 years of age or older had
experienced some kind of abuse, neglect or financial exploitation in the year
2011 [21].

An attempt in the direction of defining the concept of Elder Abuse has been
made by the American authority National Center on Elder Abuse1. According to
them, this abuse can be physical, sexual, neglective, financial, emotional or self-
neglective. Financial abuse is further specified ”misappropriation of a person’s
money or property” and warning signals of it are ”Uncharacteristic purchases
by the individual or caregiver; failure to pay bills or keep appointments; ques-
tionable behavior”. They claim that Dementia and cognitive impairment are
prime risk factors making older adults vulnerable to abuse and recommend con-
tact with an Adult Protective Services agency or a long term care ombudsman.
The term Financial exploitation was also given some attention by [8] and the
American authority National Center on Elder Abuse [31]. The former included
resources developed to help victims are a practice guide for attorneys specifi-
cally for all states of the USA, a compendium with documentation about cases

1URL: https://ncea.acl.gov and https://ncea.acl.gov/FAQ.aspx.
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of abuse and an ”elder justice toolkit”, a collection of forms, tips and other
tools. A great deal of definitions, aspects and ideas concerned with financial
exploitation are found in the latter.

Today a common procedure for the administration of the more or less nec-
essary private economy matters (like paying bills, internet shopping, borrowing
books from the library, ordering tickets etc.) has become a standard routine
for many people in all generations of adults. One of the difficulties for pa-
tients in early stages of dementia is the use of internet in order to pay bills and
maintain contact with their bank. For the patients in early stages of cognitive
impairment still living entirely independently this administration is an impor-
tant issue. Also, it has been claimed that keeping up with maintaining business
independently can help people in early stages of Mild Cognitive Impairment
(MCI) or Dementia (D) to postpone their symptoms and have a longer and
healthier life [14]. However, financial fraud is particularly damaging to the el-
derly as compared to other groups of the society [3, 7, 11, 9] which is why efforts
to hinder such crime is strongly desired.

An idea for dealing with these problems could be to use artificial intelligence
(AI) technology to guide patients using internet for their private economy (and
maybe for other uses) and helping them in recognizing threats and keeping them
on the track in their errands on the internet. Such a project could consist of
the following steps:

• collection of data reflecting the success and problems of patients using the
internet for these mentioned kinds of purposes or alternatively using data
from another study of this kind

• development of a prototype of a guide based on the data from the inves-
tigation in the previous step

• observation of data from patients using the guide

• analysis of the data from both previous steps which includes the evaluation
of how successful the performance of the guide is in protecting the patients
from scams and, possibly, other benefits

Some steps in these directions will be indicated in this report.

3 Method

The long-term goal of this study is the quick and accurate detection of anoma-
lies of different kinds. This chapter concerns with method aspects and these
comprise essentially of two parts: treatment of data in preparation for change-
point detection, possibly a machine learning step to further change multivariate
complex data into univariate to feed to the change-point detection algorithms,
and a change-point detection step which entirely deals with the complex data
from the initial preprocessing step or with data from the machine learning step.

4



3.1 Preprocessing of data

Observations of the variables chosen are made. These variables may be on an
individual level and along with the values of each variable is the time registered.
Examples of variables could be Diagnose of patient (values being: no cognition
impairment – NCI, mild cognitive impairment – MCI, moderate cognitive im-
pairment – CI or dementia – D), Patient is using the internet (values: yes or
no), Patient receives an email (values: yes or no), Patient receives a text mes-
sage – SMS (values: yes or no), Patient receives a telephone call (values: yes
or no), Patient receives a visit (values: yes or no), Patient has been a victim of
financial exploitation before (values: yes or no) etc.

Sometimes observations of variables need to be preprocessed in order to
correspond to the conditions assumed for use in a model making a foundation
for further analysis and results. In the case when the purpose is to detect an
anomaly of some sort this may be done by observing data which is shifting as
the anomaly occurs. Now, it may be that the variable under observation is
subject to seasonal or nocturnal variation or affected by other variables which
are dependent of the observation variable but independent of the anomaly to be
detected. These other variables affecting the values of the observations of the
variable of interest are called nuisance variables. Effect of nuisance variables
may have to be separated from the variables reflecting the occurrence of an
anomaly in order for this to be detected with some reasonable accuracy.

Example 1 To illustrate the concept of nuisance variables, let us consider an
example of another altogether different application.

Suppose we want to detect the anomaly that there is a nuclear incident where
nuclear radiation is leaking from a nuclear plant [13]. For this purpose we
make observations of radiation levels X measured and times t1, t2, t3, . . . yielding
readings X1, X2, X3, . . . at these time-points. So the anomaly to be detected is
the shift of a nuclear plant starting to leak radiation at some time-point, and the
observation process is a sequence of readings of radiation levels. Thus we would
like to develop a method which indicates if a sudden systematic increment of the
radiation levels occur.

However, if this study would be performed in Sweden, a layer of snow would
be likely to be present in the winter at many places. Since the radiation levels at
times when there is no leakage would be observations of the harmless background
radiation from the ground, the levels would be lower at winter time and there
would be a dramatic shift to higher (but still harmless) levels every spring as the
snow melts away. Therefore, to improve the properties of a radiation warning
system based on these data, the radiation data should be ”cleaned” from the effect
of snow precipitation prior to be subject to the change-point detection stopping
rule. Most commonly this would be performed by deploying a regression model
and keep the residuals once having explained the seasonal affect of the response
radiation by the covariate snow precipitation or snow depth (see [13] for explicit
details about this procedure).
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3.2 p-value estimation

This step requires a metric for measuring the distance between observations.
That is, for N observations, there is a symmetric square matrix

D =


d11 d12 · · · d1N
d21 d22 · · · d2N
...

...
. . .

...
dN1 dN2 · · · dNN


where dij denotes the distance (according to some metric) between observation
i and observation j.

A very simple and intuitive algorithm is the most central pattern (MCP). It
builds on the observation that if one uses the Euclidean distance metric then the
sample that is most central, i.e. closest to the mean of all the samples, will be
the sample that has the minimum row sum in the distance matrix D. The same
of course holds for an elliptic Gaussian and using a corresponding Mahalanobis
metric.

The MCP algorithm selects the pattern in the training set with the minimum
row sum in the distance matrix (1) and uses this as the central sample. The
set of distances from the remaining samples to this sample are then used as
the empirical distribution (the “training set”). The p-value for a test sample m
is then estimated as the number of samples in the training set that lie further
away from the central sample The histograms are normalized so that the sum
over bin counts equals one.

3.3 Change-point detection

Assume that a sample, {εs}t1 of the random process {εs} is observed. Then the
likelihood function, L(λ) = f(ε1, ε2, . . . , εt;λ), is the value of the joint density
function of the variables ε1, ε2, . . . , εt as a function of the parameter(s). The

likelihood ratio, f(ε1,ε2,...,εt;λ1)
f(ε1,ε2,...,εt;λ0)

, is sufficient for inference about λ. Let θ be

the change-point (a random time-point) and

εt
D
=

{
f0(εt) for t < θ in-control
f1(εt) for t ≥ θ out-of-control

(1)

for all t ∈ Z+ where f0 and f1 denote marginal density functions of εt. The
change-point problem is to detect the change-point θ as quickly and as accurately
as possible, by just observing the process ε = {εt : t ∈ Z+}.

Here, the variables are residuals from the preprocessing of p-value estimates
from the machine learning step. Assuming that this is just a sequence of p-value
estimates without seasonal or nocturnal effects, the support for the distribution
of these variables is the interval [0, 1] and the the distribution, under ideal
circumstances, is U(0, 1), the uniform distribution on this interval. Thus the
in-control density, referred to as f0 in Equation (1), is the uniform while the
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out-of-control one, referred to by f1 above, is one that is trending towards 0.
One choice for the out-of-control distribution could be a triangular distribution,
also with support [0, 1] but skewed to 0 as would be

f(εt) = (1− εt)I(εt ∈ [0, 1])

where I(·) is the indicator function attaining the value 1 whenever the argument
is true and 0 otherwise.

Now, for the change-point detection methods to work properly it is conve-
nient if the process in-control has expectation 0. Therefore the simple shift from
[0, 1] to [−0.5, 0.5] is suggested. This means the simple translation

Xt = ε− 0.5

for all t ∈ Z+ of the random variables and correspondingly xt = εt − 0.5). This
leaves us with the change-point problem, as defined in Equation (1), of detecting
the change-point θ as soon as the distribution of the process variable Xt has
shifted from distribution F0 (corresponding to density function f0(xt) = I(xt ∈
[−0.5, 0.5])) to distribution F1 (corresponding to density function f1(xt) = (0.5−
xt)I(xt ∈ [−0.5, 0.5])).

Then a change-point detection method is a stopping rule which may be for-
mulated

τ = inf{t : a(X1, X2, . . . , Xt) > C}

where a is called alarm function and C is a threshold value. Some classical
examples of change-point detection methods may then be defined by specifying
their respective alarm functions. Denoting a(X1, X2, . . . , Xt) by at for short,
the Shewhart [27] method would simply be defined with

at = Xt.

For the cumulative sum (CUSUM or Page) [23] method

at = max
1≤s≤t

t∑
u=s

log(0.5−Xu),

while for the Shiryaev[28] method

at =

t∑
s=1

t∏
u=s

(0.5−Xu)

and for the exponentially weighted moving average (EWMA or Roberts) [24]
method

at =

t∑
s=1

(1− λ)t−s(0.5−Xs)

assuming that there is no time-dependence between the variables of the process.
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The properties of the different change-point detection methods can then be
evaluated in terms of many performance measures such as average in-control
run-length ARL0 = E(τ | τ < θ), probability of false alarm P (τ < θ), average
out-of-control run-length ARL1 = E(τ | θ = 0), expected delay of motivated
alarm ED(ν) = E(τ − θ | τ ≥ θ) where the assumption θ ∈ Geo(ν) is the
most common, conditional expected delay CED(t) = D(τ − θ | τ ≥ θ = t),
probability of motivated alarm P (τ = t | θ = 1), probability of successful detection
PSD(d, ν) = P (τ − θ ≤ d | τ ≥ θ), predictive value PV (t, ν) = P (θ ≤ t | τ = t),
and stationary average delaytime SADT = limt→∞E(τ1 + . . .+τN+1− t) where
τ1 + . . .+ τN < θ ≤ τ1 + . . .+ τN + τN+1. The classical methods have then been
proven optimal in respect of these and other performance measures.

4 Conclusion

4.1 Multiple data sources for robust fall detection

A first step for development of a robust fall detection procedure would be to
figure out how to define the machine learning step in order for all feeds from dif-
ferent data sources (PIR sensors, simple accelerometer, electric usage data logs,
etc.) combined in a balanced way, result in a sequence of uniformly distributed
p-value estimates.

Following steps would be to just implement the change-point detection meth-
ods suggested previously, and evaluation according to the aferomentioned per-
formance measures. Examples based on real data would finally serve as con-
firmation of the validity of the developed procedures. Observe that for this
evaluation of the procedures it is crucial to have ground truth about the data,
i.e. information about when the actual falls occurred.

4.2 A guide for protection against financial exploitation

Here the steps would be the following:

• Collection of data reflecting the success and problems of patients using
the internet for these mentioned kinds of purposes or alternatively using
data from another study of this kind.

• Development of a prototype of a guide based on the data from the inves-
tigation in the previous step.

• Observation of data from patients using the guide.

• Analysis of the data from both previous steps which includes the evalu-
ation of how successful the performance of the guide is in protecting the
patients from scams and, possibly, other benefits.

Also here the evaluation could be made by determining the performance mea-
sures from a simulation study. And also here the paper would benefit by ending
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with an example of how the guide works as demonstrated on the real data
observed.
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